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Abstract

This paper is concerned with the generalized resolvent estimate and the maximal Lp-Lq regularity of 
the linearized Oberbeck-Boussinesq approximation for unsteady motion of a drop in another fluid without 
surface tension, which is indispensable for establishing the well-posedness of the Oberbeck-Boussinesq 
approximation for the two incompressible liquids separated by a closed interface. We prove the existence of 
R-bounded solution operators for the model problems and the maximal Lp-Lq regularity for the system. 
The key step is to prove the maximal Lp-Lq regularity theorem for the linearized heat equation with the 
help of the R-bounded solution operators for the corresponding resolvent problem and the Weis operator-
valued Fourier multiplier theorem.
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1. Introduction

We consider the unsteady motion of a drop of one incompressible viscous fluid inside another 
one in the Oberbeck-Boussinesq approximation. The liquids are separated by a closed unknown 
interface on which we take into account the surface tension. Let � be a bounded domain in the 
N -dimensional Euclidean space RN (N � 2) with solid boundary �−, �+ be a subdomain of �
with a closed surface �, and �− = �\�+. We assume that dist(�, �−) = inf{|x −y| : x ∈ �, y ∈
�−} � 2d for some constant d > 0. Let �t+ and �t be the evolution of �+ and �, respectively, 
both of which depend on the time t > 0, and set �t− = �\ (�t+ ∪ �t), with �0± = �± and 
�0 = �. Let nt be the normal to �t oriented from �t+ into �t−, n = n0, and n− be the unit 
outward normal to �−. Denote �̇t = �t+ ∪ �t− and �̇ = �̇0. For any t > 0, we consider the 
following two-phase fluid motion in the Oberbeck-Boussinesq approximation:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ρ (∂tv + v · ∇v) − Div(μD(v) − pI) = a(x, t) − αgθ ′ in �̇t , (a)

∂t θ
′ + div(vθ ′ − κ∇θ ′) = 0 in �̇t , (b)

div v = 0 in �̇t , (c)

�(μD(v) − pI)nt� = 0, �v� = 0 on �t , (d)

�κ∇θ ′ · nt� = 0, �θ ′� = 0 on �t , (e)

Vn = v · nt on �t , (f)

v = 0, ∇θ ′− · n− + βθ ′− = b(x, t) on �−, (g)

v|t=0 = v0, θ ′∣∣
t=0 = θ ′

0 in �̇, (h)

(1.1)

where v = (v1(x, t), . . . , vN(x, t)) is the velocity vector field, p = p(x, t) is the pressure, θ ′(x, t)
is the deviation from the average temperature, a is a given vector function of mass forces, and 
g = g(0, 0, 1) is a constant vector with the gravity constant g. The piece-wise positive constants 
ρ, μ, α and κ correspond to the mass density, the kinematic viscosity, the temperature expansion 
coefficient and the thermal conductivity, respectively. Here, both the above functions v, p, θ ′, a
and the constants ρ, μ, α, κ are piece-wisely defined, for instance, v = v+χ�+ + v−χ�− , ρ =
ρ+χ�+ + ρ−χ�− , etc., where χ�± are the characteristic function of �±. D(v) is the doubled 
deformation tensor with the (i, j)th component ∂ivj +∂j vi , and I is the N × N identity matrix. 
b(x, t) is a given function on the fixed boundary �−, and β � 0 is a constant. �̇, v0 and θ ′

0 are 
the prescribed initial data for �̇t , v and θ ′, respectively. Vn is the evolution velocity of �t along 
nt . Moreover, for any function f (x, t) = f±(x, t) for x ∈ �t± and t � 0, we denote the jump of 
f across �t by

�f � (x0) = lim
x→x0
x∈�t+

f+(x) − lim
x→x0
x∈�t−

f−(x)

for every point x0 ∈ �t . Finally, for any matrix field K = (Kij ), the quantity Div K is an N -
vector whose ith component is 

∑N
j=1 ∂jKij , and for any vector functions u = (u1, . . . , uN), 

div u =∑N
j=1 ∂juj , and u · ∇u is an N -vector whose ith component is 

∑N
j=1 uj∂jui .

In order to transform the time-dependent domain �̇t to the fixed domain �̇, we introduce the 
Lagrangian coordinates. Let ϕ(ξ) be a C∞(RN) function which equals 1 if dist (ξ,�−) � 2d and 
equals 0 if dist (ξ,�−) � d . Let u(ξ, t), q(ξ, t), a(ξ, t) and θ(ξ, t) be the velocity field, the pres-
sure, the vector of mass forces and the deviation from the average temperature via x = x(ξ, t), 
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respectively, in the Lagrangian coordinates. The connection between the Eulerian coordinates x
and the Lagrangian coordinates ξ is given by

x(ξ, t) = ξ +
t∫

0

ϕ(ξ)u(ξ, s)ds.

In the present paper, we will prove the maximal regularity for the following linearized equa-
tions in the Lagrangian coordinates:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ρ∂tu − Div(μD(u) − qI) = N1(u,a, θ) + a(ξ, t) + αgθ in �̇, (a)

div u = N2(u) = div N3(u) in �̇, (b)

�(μD(u) − qI)n� = N4(u), �u� = 0 on �, (c)

∂t θ − κθ = N5(u, θ) in �̇, (d)

�κ∇θ · n� = N6(u, θ), �θ� = 0 on �, (e)

u = 0, ∇θ− · n− + βθ− = b(ξ, t) on �−, (f)

u|t=0 = u0, θ |t=0 = θ0 in �̇, (g)

(1.2)

for t ∈ (0, ∞). Here, noting that x = ξ near �−, we have n− · ∇θ− + βθ− = b(ξ, t) on �−, and 
N1(u, a, θ), . . . , N6 (u, θ) are some nonlinear terms generated by the coordinate transforms.

The Oberbeck-Boussinesq approximation has implications for a wide variety of flows within 
the context of astrophysical, geophysical and oceanographic fluid dynamics (e.g., see [10]). The 
approximate equations were first derived by Oberbeck [13,14] and independently derived by 
Boussinesq [1], to describe the thermo-mechanical response of linearly viscous fluids that are 
mechanically incompressible but thermally compressible. Numerous attempts have been made 
to provide a rigorous justification for this approximation such as [9,15,16,18] and so on.

The free boundary problems of two-phase problems of two incompressible viscous fluids have 
been studied by many mathematicians in recent decades. Tanaka proved the local solvability of 
the problem with general data [21] and global solvability for data close enough to an equilib-
rium state [22]. The global weak solutions were constructed for the two phase Stokes system by 
Giga and Takahashi [8] and for Navier-Stokes equations by Takahashi [25]. Shibata has proved
local and global well-posedness for incompressible-incompressible two-phase problem in [31]. 
In the Hölder spaces for all t > 0, the local existence theorem for the problem in the Oberbeck-
Boussinesq approximation was established in [2]. Denisova and Solonnikov [3] proved the global 
existence of classical solutions for capillary fluids in the framework of Hölder spaces. For the re-
solvent problems, Shibata and his collaborators have done a lot of work, e.g., [11,26,28–30,33], 
with the help of the R-bounded solution operators. By R-bounded solution operator theory, Frol-
ova and Shibata proved the maximal Lp-Lq regularity and local well-posedness for the MHD 
in [6,7]. Recently, Saito, Shibata and Zhang established some local and global solutions for the 
two-phase incompressible flows with moving interfaces in Lp-Lq maximal regularity class in 
[17].

Now, we state the main result as the following theorem.

Theorem 1.1. Let 1 < p, q, r < ∞ with 2/p + 1/q /∈ {1, 2} and t > 0. Assume that �

is a uniform W
2−1/r
r domain, u0 ∈ B

2(1−1/p)
q,p (�̇) and θ0 ∈ B

2(1−1/p)
q,p (�̇) are initial data 
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for the equations (1.2), e−γ ta(ξ, t) ∈ Lp(R, Lq(�̇)) and e−γ tb(ξ, t) ∈ Lp
(
R,W 1

q (�−)
)

∩
H

1/2
p (R,Lq(�−)). Let N1(u, a, θ), . . . , N6(u, θ−) be functions appearing on the right side of 

the equations (1.2) which satisfy the conditions:

e−γ t (N1,N5) ∈ Lp
(
R,Lq(�̇)

)
, e−γ tN3 ∈ H 1

p

(
R,Lq(�̇)

)
,

e−γ t (N2,N4,N6) ∈ Lp
(
R,H 1

q (�̇)
)

∩ H
1/2
p

(
R,Lq(�̇)

)
,

(1.3)

for any γ � γ0 with some γ0. Assume that the compatibility conditions hold:

div u0 = N2|t=0 in �̇, u0 − N3|t=0 ∈ D(�), (1.4)

where D(�) can be found in the appendix, and for 2/p + 1/q < 1

�(μD (u0)n)τ � = �(N4)τ �
∣∣
t=0 , �κ∇θ0 · n� = N6|t=0 on �,

∇θ0− · n− + βθ0− = b|t=0 on �−,
(1.5)

for 2/p + 1/q < 2

�u0� = 0, �θ0� = 0 on �, u0 = 0 on �−. (1.6)

Then, the problem (1.2) admits a unique solution (u, θ) in

Lp
(
(0,∞),H 2

q (�̇)
)

∩ H 1
p

(
(0,∞),Lq(�̇)

)
,

possessing the estimate∥∥e−γ t ∂t (u, θ)
∥∥

Lp
(
(0,∞),Lq (�̇)

) + ∥∥e−γ t (u, θ)
∥∥

Lp
(
(0,∞),H 2

q (�̇)
)

�‖u0‖B
2(1−1/p)
q,p (�̇)

+ ‖θ0‖B
2(1−1/p)
q,p (�̇)

+ ∥∥e−γ t (a,N1,N5)
∥∥

Lp
(
R,Lq(�̇)

)
+ ∥∥e−γ t ∂tN3

∥∥
Lp
(
R,Lq(�̇)

) + ∥∥e−γ t (N2,N4,N6)
∥∥

Lp
(
R,H 1

q (�̇)
) + ∥∥e−γ tb

∥∥
Lp
(
R,H 1

q (�−)
)

+
(

1 + γ 1/2
)(∥∥e−γ t (N2,N4,N6)

∥∥
H

1/2
p

(
R,Lq(�̇)

) + ∥∥e−γ tb
∥∥

H
1/2
p

(
R,Lq(�−)

)) ,

where the symbol “�” denotes “�C” for some constant C > 0.

Remark 1.2. We do not impose any compatibility conditions if 2/p + 1/q > 2 in the theorem.

Remark 1.3. In this paper, N1(u, a, θ), . . . , N6(u, θ−) are regarded as some given functions, we 
just consider the model problem which is indispensable for establishing the local well-posedness 
of the Oberbeck-Boussinesq approximation for the two incompressible liquids separated by a 
closed interface. The specific definition will be given in proof of the local well-posedness of 
the Oberbeck-Boussinesq approximation in the future. Here we will not analyze these nonlinear 
terms. In addition, on the fixed boundary �−, we consider a mixed boundary condition for θ in 
(1.2f) instead of the Neumann or Dirichlet boundary condition.
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Remark 1.4. We can also consider the two-phase fluid motion of the Oberbeck-Boussinesq ap-
proximation (1.1) with surface tension on the free interface, that is, the first equation in (1.1d) is 
replaced by

�(μD(v) − pI)nt� = σH (�t )nt ,

where σ is a positive constant describing the coefficient of the surface tension and H (�t ) is 
N − 1 times the mean curvature of �t given by the relation H (�t )nt = �t x, with the Laplace-
Beltrami operator �t on �t . For this case, the surface tension can be represented by the Laplace-
Beltrami equations on the fixed interface by using the Hanzawa transformation (cf. [32]).

The rest of this paper is structured as follows. Firstly, we use the fact that the maximal Lp-Lq

regularity theorem for the Stokes equations with interface and non-slip boundary conditions in 
[11] and Theorem 2.1 to obtain Theorem 1.1 in section 2. The existence of R-bounded solution 
operators for the model problems is proved in section 3. Section 4 is devoted to prove Theo-
rem 3.1. In section 5, Theorem 2.1 is proved with the help of R-bounded solution operators 
given in Theorem 3.1 and the Weis operator- valued Fourier multiplier theorem [24]. Then, we 
will prove the maximal Lp-Lq regularity theorem for the problem (1.2) in a finite time interval 
in section 6. Finally, we will recall some notations and useful results in Appendix.

2. Linear theory

We consider two linearized equations. One is the Stokes equations with transmission condi-
tions on � and non-slip conditions on �−, the related results of which have been recalled in A.2. 
The other is the system of the heat equations with interface and boundary conditions on � and 
�−, respectively.

We discuss the maximal Lp-Lq regularity for the system of heat equations with interface 
conditions has the form: for t > 0⎧⎪⎪⎪⎨⎪⎪⎪⎩

∂t θ − κθ = f in �̇, (a)

�κ∇θ · n� = g, �θ� = 0 on �, (b)

∇θ− · n− + βθ− = h on �−, (c)

θ |t=0 = θ0 in �̇. (d)

(2.1)

We can prove the following key result of the present paper.

Theorem 2.1. Let 1 < p, q, r < ∞ with 2/p + 1/q /∈ {1, 2}, and t > 0. Assume that � is a 
uniform W 2−1/r

r domain. Let θ0 ∈ B
2(1−1/p)
q,p (�̇) be initial data for equations (2.1). Let f , g and 

h be functions appearing in the right side of equations (2.1) which satisfy the conditions:

e−γ tf ∈ Lp
(
R,Lq(�̇)

)
, e−γ tg ∈ Lp

(
R,H 1

q (�̇)
)

∩ H
1/2
p

(
R,Lq(�̇)

)
,

e−γ th ∈ Lp
(
R,H 1

q (�−)
)

∩ H
1/2
p

(
R,Lq(�−)

)
,

for any γ � γ0 with some γ0. Assume that the compatibility conditions:
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{
�κ∇θ0 · n� = g|t=0 on �,

∇θ0− · n− + βθ0− = h|t=0 on �−,
if 2/p + 1/q < 1;

�θ0� = 0 on �, if 2/p + 1/q < 2.

(2.2)

Then, problem (2.1) admits a unique solution θ with

θ ∈ Lp
(
(0,∞),H 2

q (�̇)
)

∩ H 1
p

(
(0,∞),Lq(�̇)

)
possessing the estimate

∥∥e−γ t ∂t θ
∥∥

Lp
(
(0,∞),Lq(�̇)

) + ∥∥e−γ t θ
∥∥

Lp
(
(0,∞),H 2

q (�̇)
)

�‖θ0‖B
2(1−1/p)
q,p (�̇)

+ ∥∥e−γ tf
∥∥

Lp
(
R,Lq(�̇)

)
+ ∥∥e−γ tg

∥∥
Lp
(
R,H 1

q (�̇)
) + ∥∥e−γ th

∥∥
Lp
(
R,H 1

q (�−)
)

+
(

1 + γ 1/2
)(∥∥e−γ tg

∥∥
H

1/2
p

(
R,Lq(�̇)

) + ∥∥e−γ th
∥∥

H
1/2
p

(
R,Lq(�−)

)) .

(2.3)

To prove Theorem 2.1, we use an R-bounded solution operator associated with the following 
generalized resolvent equations corresponding to (2.1):

⎧⎪⎪⎨⎪⎪⎩
λθ − κθ = f in �̇,

�κ∇θ · n� = g, �θ� = 0 on �,

∇θ− · n− + βn− = h on �−,

(2.4)

with λ ∈C. The proof will be given in section 5.
Now, we give the proof of Theorem 1.1.

Proof of Theorem 1.1. By Theorem A.4 and (1.2), for f = N1(u) + a + αgθ , we have

∥∥e−γ t f
∥∥

Lp
(
R,Lq(�̇)

) � ∥∥e−γ ta
∥∥

Lp
(
R,Lq(�̇)

) + ∥∥e−γ tN1
∥∥

Lp
(
R,Lq(�̇)

) + ∥∥e−γ tαgθ
∥∥

Lp
(
R,Lq(�̇)

) .
Then, by Theorem 2.1 and the fact that θ = 0 for t < 0 (proved in next section), we get

∥∥e−γ tαgθ
∥∥

Lp
(
R,Lq(�̇)

) � ∥∥e−γ t θ
∥∥

Lp
(
(0,∞),H 2

q (�̇)
) . (2.5)

From (2.3), (A.4) and (2.5), we complete the proof of Theorem 1.1. �
3. Model problem

Before proving Theorem 2.1, we need to prove the following theorem:
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Theorem 3.1. Let 1 < q < ∞, 0 < ε < π/2, and N < r < ∞. Assume that � is a uniform 
W

2−1/r
r domain in RN . Let

Eq(�̇) =
{

F = (f, g,h) : f ∈ Lq(�̇), g ∈ H 1
q (�̇), h ∈ H 1

q (�−)
}

,

Eq(�̇) =
{
(F0,F1, . . . ,F4) : F0,F1 ∈ Lq(�̇), F2 ∈ H 1

q (�̇), F3 ∈ Lq(�−), F4 ∈ H 1
q (�−)

}
.

Then, there exist a constant λ1 � 1 and an operator family

Z(λ)(�̇) ∈ Hol
(
�ε,λ1,L

(
Eq(�̇),H 2

q (�̇)
))

such that for any λ ∈ �ε,λ1 , F ∈ Eq(�̇), the unique solution of (2.4) is given by θ = Z(λ)FλF, 
where

FλF =
(
f,λ1/2g,g,λ1/2h,h

)
∈ Eq(�̇).

The estimate

RL
(
Eq (�̇),H 2−k

q (�̇)
) ({(τ∂τ )

�
(
λk/2Z(λ)

)
: λ ∈ �ε,λ1

})
� γ, τ = Imλ,

is valid for � = 0, 1 and k = 0, 1, 2. Here, γ is a positive constant depending on κ±, ε, β , q and 
N .

Remark 3.2. (1) The functions F0, F1, F2, F3 and F4 correspond to f , λ1/2g, g, λ1/2h and h, 
respectively.

(2) The norms of Eq(�̇) and Eq(�̇) are defined by

‖F‖Eq(�̇) = ‖f ‖Lq(�̇) + ‖g‖H 1
q (�̇) + ‖h‖H 1

q (�−) ,

‖(F0,F1, . . . ,F4)‖Eq (�̇) = ‖(F0,F1)‖Lq(�̇) + ‖F2‖H 1
q (�̇) + ‖F3‖Lq(�−) + ‖F4‖H 1

q (�−) .

3.1. Model problem in the whole space

In this subsection, we consider the equation in whole space:

λθ − κθ = f in RN. (3.1)

We define the operators A± acting on f ∈ Lq(RN) by the formula

A±(λ)f = F−1
ξ

[ F[f ](ξ)

λ + κ±|ξ |2
]

, (3.2)

where F[f ] and F−1
ξ denote the Fourier transform and the inverse Fourier transform, respec-

tively, given by
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F[f ](ξ) =
∫
RN

e−ix·ξ f (x)dx, F−1
ξ [g(ξ)](x) = 1

(2π)N

∫
RN

eix·ξ g(ξ)dξ.

Concerning the spectrum, we can get the following result.

Lemma 3.3. Let 0 < ε < π/2 and �ε be defined in (A.1). For any λ ∈ �ε and ξ ∈RN , we have∣∣∣κ−1λ + |ξ |2
∣∣∣� Cε,κ

(
|λ| + |ξ |2

)
,

with Cε,κ depending on �ε and κ .

Proof. Without loss of generality, it suffices to prove |λ + x| � Cε(|λ| + x)(x � 0). Let λ =
|λ|eiθ and θ � π − ε, we have

|λ + x|2 =|λ|2 + 2x|λ| cos θ + x2 � |λ|2 + 2x|λ| cos ε + x2 � cos ε (|λ| + x)2 .

Thus, we complete the proof of the lemma. �
Finally, we have the following result about the R-boundedness of A±(λ).

Theorem 3.4. Let 1 < q < ∞, 0 < ε < π/2, and λ0 > 0. Let �ε and �ε,λ0 be the sets defined in 
(A.1), A± be the operators defined in (3.2). Then θ± = A±f ∈ H 2

q (RN) is a unique solution of 

(3.1) for any λ ∈ �ε,λ0 and f ∈ Lq(RN). Moreover, A± ∈ Hol
(
�ε,λ0,L(Lq(RN),H 2

q (RN))
)

and the estimate

RL
(
Lq
(
RN

)
,H

2−j
q

(
RN

)) ({(τ∂τ )
�
(
λj/2A±(λ)

)
: λ ∈ �ε,λ0

})
� γλ0 , τ = Imλ,

holds for � = 0, 1 and j = 0, 1, 2, where the constant γλ0 depends on λ0 in such a way that 
γλ0→ ∞ as λ0 → 0.

Proof. The proof is based on the theory of Lp-multipliers in Fourier integrals initiated by 
Mikhalin [12]. Indeed, from Lemmas A.5, A.6, A.7 and A.8, it follows the conclusion. �
3.2. Model interface problem

Let

RN+ =
{
x = (x1, . . . , xN) ∈ RN : xN > 0

}
,

RN− =
{
x = (x1, . . . , xN) ∈ RN : xN < 0

}
,

RN
0 =

{
x = (x1, . . . , xN) ∈ RN : xN = 0

}
,

and ṘN = RN+ ∪RN− .
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We consider the following equations

{
λθ± − κθ± = f± in RN± ,

�κ∇θ · n� = g, �θ� = 0 on RN
0 ,

(3.3)

with n = (0, . . . , 0, −1).
Let F± be the zero extension of f± to RN∓ . We can reduce (3.3) to the case f = 0 by using 

A±(λ)F± in (3.2). Thus, we can consider

⎧⎪⎨⎪⎩
λθ − κθ = 0 in ṘN, (a)

−κ+∂Nθ+ + κ−∂Nθ− = g on RN
0 , (b)

θ+ − θ− = 0 on RN
0 . (c)

(3.4)

The aim of this subsection is to prove the existence of R-bounded solution operators of (3.4). 
Let F ′ and F−1

ξ ′ be the partial Fourier transform with respect to x′ = (x1, . . . , xN−1) ∈RN−1 and 

the inverse partial Fourier transform with respect to ξ ′ = (ξ1, . . . , ξN−1) ∈ RN−1, respectively, 
defined by

f̂ = F ′[f ] =
∫

RN−1

e−ix′·ξ ′
f
(
x′, xN

)
dx′,

F−1
ξ ′
[
g
(
ξ ′, xN

)]= 1

(2π)N−1

∫
RN−1

eix′·ξ ′
g
(
ξ ′, xN

)
dξ ′.

Applying the partial Fourier transform to (3.4a), we have

⎧⎪⎨⎪⎩
λθ̂± + κ±

∣∣ξ ′∣∣2 θ̂± − κ±∂2
N θ̂± = 0 for ± xN > 0, (a)

−κ+∂N θ̂+ + κ−∂N θ̂− = ĝ on {xN = 0}, (b)

θ̂+ − θ̂− = 0 on {xN = 0}. (c)

(3.5)

Let A± =
√

λ
κ± + |ξ ′|2, ReA± > 0. Then, the solutions to (3.5a) are of the form ̂θ± = α±e∓A±xN . 

Inserting them into (3.5b) and (3.5c) yields

{
κ+α+A+ + κ−α−A− = ĝ,

α+ − α− = 0.
(3.6)

Thus, we can get

α = α− = α+ = ĝ
.

A+κ+ + A−κ−
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By the Volevich method (cf. [23]), we have for ±xN > 0

θ̂±(x) = −
∞∫

0

e∓A±(xN+yN )∂Nα
(
ξ ′, yN

)
dyN +

∞∫
0

A±e∓A±(xN+yN )α
(
ξ ′, yN

)
dyN .

Using the identities A± = κ−1± λ

A± + |ξ ′|2
A± , we obtain

θ̂±
(
ξ ′, xN

)
= −

±∞∫
0

{
λ1/2e∓A±(xN+yN ) κ

−1± λ1/2

A2±
+ ∣∣ξ ′∣∣ e∓A±(xN+yN )

∣∣ξ ′∣∣
A2±

}
∂Nα

(
ξ ′, yN

)
dyN

±
±∞∫
0

{
λ1/2e∓A±(xN+yN ) κ

−1± λ1/2

A±
+ ∣∣ξ ′∣∣ e∓A±(xN+yN )

∣∣ξ ′∣∣
A±

}
α
(
ξ ′, yN

)
dyN .

It follows that

θ̂±
(
ξ ′, xN

)= ±
∞∫

0

λ1/2e∓A±(xN+yN ) 1

κ±A±

(
1

A+κ+ + A−κ−
F ′ [λ1/2g

] (
ξ ′, yN

))
dyN

−
N−1∑
j=1

∞∫
0

∣∣ξ ′∣∣ e∓A±(xN+yN ) iξj

|ξ ′|A+

(
1

A+κ+ + A±κ−
F ′ [∂jg

] (
ξ ′, yN

))
dyN

+
∞∫

0

(
λ1/2e∓A±(xN+yN ) λ1/2

κ±A2±
+ ∣∣ξ ′∣∣ e∓A±(xN+yN )

∣∣ξ ′∣∣
A2±

)

×
(

1

A+κ+ + A−κ−
F ′ [∂Ng]

(
ξ ′, yN

))
dyN .

Define the operators B± by

B±(λ) (F1,F2)

= ±
∞∫

0

F−1
ξ ′

[
λ1/2e∓A±(xN+yN ) 1

κ±A±
1

A+κ+ + A−κ−
F ′ [F1]

(
ξ ′, yN

)]
dyN

−
N−1∑
j=1

∞∫
0

F−1
ξ ′

[∣∣ξ ′∣∣ e∓A±(xN+yN ) iξj

|ξ ′|A±
1

A+κ+ + A−κ−
F ′ [∂jF2

] (
ξ ′, yN

)]
dyN

+
∞∫
F−1

ξ ′

[(
λ1/2e∓A±(xN+yN ) λ1/2

κ±A2±
+ ∣∣ξ ′∣∣ e−A±(xN+yN )

∣∣ξ ′∣∣
A2±

)

0
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×
(

1

A+κ+ + A−κ−
F ′ [∂NF2]

(
ξ ′, yN

))]
dyN .

Obviously,

θ±(x) = F−1
ξ ′
[
θ̂±
(
ξ ′, xN

)] (
x′)= B±(λ)

(
λ1/2g,g

)
.

Thus, we should show the R-bound of the operator B±.
In what follows, we denote the set of all multipliers defined on RN−1\{0} × �ε,λ0 of order s

with type i (i = 1, 2) (defined in Definition A.9) by Ms,i . We also introduce the following two 
fundamental lemmas.

Lemma 3.5. Let s1, s2 ∈R, then the following assertions hold:

(1) Given mi ∈ Msi ,1(i = 1, 2), we have m1m2 ∈ Ms1+s2,1.
(2) Given li ∈ Msi ,i (i = 1, 2), we have l1l2 ∈ Ms1+s2,2.
(3) Given ni ∈ Msi ,2(i = 1, 2), we have n1n2 ∈ Ms1+s2,2.

Proof. It immediately follows from the inequality

(
|λ|1/2 + ∣∣ξ ′∣∣)−|α′|

�
∣∣ξ ′∣∣−|α′|

and the Leibniz rule. �
Lemma 3.6. Let s ∈R and 0 < ε < π/2. Then the following assertions hold:∣∣∣∂α′

ξ ′ As±
∣∣∣�Cα′,s,κ±

(
|λ|1/2 + ∣∣ξ ′∣∣)s−|α′|

, (3.7)∣∣∣∂α′
ξ ′ |ξ ′|s

∣∣∣�Cα′,s |ξ ′|s−|α′|. (3.8)

Proof. By Lemma 3.3, we have

c1

(
|λ|1/2 + ∣∣ξ ′∣∣)� |A±| � c2

(
|λ|1/2 + ∣∣ξ ′∣∣) . (3.9)

Let f (t) = t s/2, we observe that

∣∣∣∂α′
ξ ′ As±

∣∣∣� Cα′
|α′|∑
�=1

∣∣∣f (�)
(
A2±
)∣∣∣ ∑

α′
1+···+α′

�=α′

∣∣∣∂α′
1

ξ ′ A2± · · · ∂α′
�

ξ ′ A2±
∣∣∣

�
∑

|α′|/2���|α′|
Cs,�

∣∣∣A2±
∣∣∣(s/2)−� |ξ ′|2�−|α′|.

Since 
∣∣ξ ′∣∣2�−∣∣α′∣∣

�
(|λ|1/2 + ∣∣ξ ′∣∣)2�−∣∣α′∣∣

provided that 
∣∣α′∣∣/2 � � �

∣∣α′∣∣, by (3.9), we have (3.7). 
The estimate (3.8) can be proved similarly. �
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By the Leibniz rule and Definition A.9, we can obtain directly∣∣∣∂α′
ξ ′
(
iξj

∣∣ξ ′∣∣−1
)∣∣∣� Cα′

∣∣ξ ′∣∣−|α′|
, (3.10)

thus iξj

∣∣ξ ′∣∣−1 ∈ M0,2. By Lemmas 3.5 and 3.6, and (3.10), we have

λ1/2A−1± ∈ M0,1,
1

κ+A+

(
1

A+κ+ + A−κ−

)
,

λ1/2

κ±A2±
1

A+κ+ + A−κ−
∈ M−2,1,

and

iξj

|ξ ′|A+

(
1

A+κ+ + A−κ−

)
,

∣∣ξ ′∣∣
A2+

1

A+κ+ + A−κ−
∈ M−2,2.

By Lemma A.10, we can get the R-boundedness of the operator B±, then we obtain that θ± =
B±(λ) 

(
λ1/2g,g

)
is the solution of problem (3.4). Moreover, we have the following theorem.

Theorem 3.7. Let 1 < q < ∞, 0 < ε < π/2, and λ0 > 0. Let

Xq(ṘN) =
{
(f, g) : f ∈ Lq(ṘN), g ∈ H 1

q (ṘN)
}

,

Xq(ṘN) =
{
(F0,F1,F2) : F0,F1 ∈ Lq(ṘN),F2 ∈ H 1

q (ṘN)
}

.

Then, there exists an operator family

B±(λ) ∈ Hol
(
�ε,λ0,L

(
Xq(ṘN),H 2

q (ṘN)
))

,

such that for any λ ∈ �ε,λ0, (f, g) ∈ Xq(ṘN), the unique solution of (3.3) is given by θ± =
B±(λ)F 1

λ (f, g), where

F 1
λ (f, g) =

(
f,λ1/2g,g

)
∈Xq(ṘN).

Moreover,

RL
(
Xq (ṘN),H

2−j
q (ṘN)

) ({(τ∂τ )
�
(
λj/2B±(λ)

)
: λ ∈ �ε,λ0

})
� γλ0, τ = Imλ, (3.11)

holds for � = 0, 1 and j = 0, 1, 2, where the constant γλ0 depends on λ0 in such a way that 
γλ0 → ∞ as λ0 → 0.

Proof. By Lemma A.10, we can get (3.11), and the existence has been completed. Thus, we only 
need to prove the uniqueness, let θ± ∈ H 2

q (ṘN) satisfy the homogeneous equations{
λθ − κθ = 0 in ṘN,

�κ∇θ · n� = 0, �θ� = 0 on RN.
(3.12)
0
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Since the R-boundedness implies the usual boundedness, by (3.11), we have

2∑
j=0

|λ|j/2 ‖θ±‖
H

2−j
q (ṘN)

� C

∥∥∥F 1
λ (f, g)

∥∥∥
Xq (ṘN)

,

where ‖·‖Xq (ṘN)
is similarly defined as in Remark 3.2. Obviously, when θ± satisfy homogeneous 

equations, ‖θ±‖
H 2−k

q (ṘN)
= 0 yields θ± = 0, which shows the uniqueness. �

3.3. Model problem in a half space

In this subsection, we consider the model problem in the half space{
λθ− − κ−θ− = f− in RN− ,

∇θ− · n + βθ− = h on RN
0 ,

(3.13)

where n = (0, . . . , −1). We can directly use similar methods of model interface problem. Thus, 
we get ̂θ− = α−eA−xN with A−α− + βα− = ĥ, i.e., α− = ĥ

β+A− . By Lemma 3.6, we have

∣∣∣∂α′
ξ ′ (β + A−)−1

∣∣∣� Cα′,ε
(
|λ|1/2 + ∣∣ξ ′∣∣)−1−|α′|

. (3.14)

Then, by (3.14) and Lemma 3.5, we obtain

κ−1+
A+

(
1

β + A−

)
,

κ−1± λ1/2

A2+
1

β + A−
∈ M−2,1,

and

iξj

|ξ ′|A+

(
1

β + A−

)
,

∣∣ξ ′∣∣
A2+

1

β + A−
∈ M−2,2.

Finally, by Lemma A.10, we have the following theorem.

Theorem 3.8. Let 1 < q < ∞, 0 < ε < π/2, and λ0 > 0. Let

Yq(RN−) =
{
(f−, h) : f− ∈ Lq(RN−

)
, h ∈ H 1

q

(
RN−)

}
,

Yq(RN−) =
{
F0−,F3,F4 : F0−,F3 ∈ Lq(RN−),F4 ∈ H 1

q (RN−)
}

.

Then, there exists an operator family

C(λ) ∈ Hol
(
�ε,λ0,L

(
Yq(RN−),H 2

q (RN−)
))

,

such that for any λ ∈ �ε,λ0 and (f−, h) ∈ Yq

(
RN−
)
, the unique solution of (3.13) is given by 

θ− = C(λ)F 2(f−, h), where
λ
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F 2
λ (f−, h) =

(
f−, λ1/2h,h

)
∈ Yq(RN−).

Moreover, the estimate

RL
(
Yq (RN− ),H

2−j
q (RN− )

) ({(τ∂τ )
�
(
λj/2C(λ)

)
: λ ∈ �ε,λ0

})
� γλ0, τ = Imλ, (3.15)

holds for � = 0, 1 and j = 0, 1, 2, where the constant γλ0 depends on λ0 in such a way that 
γλ0 → ∞ as λ0 → 0.

3.4. Model problem in a bent space

Let � : RN →RN be a bijection of C1 class and �−1 be its inverse map. We write

(∇�)ij =
[

∂yi

∂xj

]
= M+ M(x), (∇�−1)ij =

[
∂xi

∂yj

]
= M−1 + M−1(x),

where M and M−1 are orthonormal matrices with constant coefficients, and M(x) and M−1(x)

are matrices of functions in H 2
r (RN) with N < r < ∞ such that

‖(M,M−1)‖L∞(RN) � K1, ‖∇ (M,M−1)‖H 1
r (RN) � K2. (3.16)

We will choose K1 small enough eventually, so that in the sequel, we may assume that 0 < K1 �
1 � K2. Let �+ = � 

(
RN+
)
, �− = � 

(
RN−
)

and � = � 
(
RN

0

)
. Let n be the unit normal to �, 

which points from �+ to �−. Similarly, we assume that � meets the same requirements as �, 
�+ = � 

(
RN+
)
, �− = � 

(
RN−
)

and �− = � 
(
RN

0

)
. Let n− be the unit normal to �−. In what 

follows, we consider the two problems:{
∂t θ − κθ = f in �̇,

�κ∇θ · n� = g, �θ� = 0 on �,
(3.17)

and {
∂t θ− − κ−θ− = f− in �−,

∇θ− · n− + βθ− = h on �−.
(3.18)

Theorem 3.9. Let 1 < q < ∞, 0 < ε < π/2, λ0 � 1. Assume (3.16) holds for some 0 < K1 �
1 � K2. Then there exists a λ0 depending only on ε, κ±, q , N and K2.

(1) Let Xq(�̇), Xq(�̇) be defined in Theorem 3.7. Then, there exists an operator family

B±(λ) ∈ Hol
(
�ε,λ0,L

(
Xq(�̇),H 2

q (�̇)
))

,

such that for any λ ∈ �ε,λ0 and (f, g) ∈ Xq(�̇), the unique solution of (3.17) is given by θ± =
B±(λ)F 1

λ (f, g), where

F 1
λ (f, g) =

(
f,λ1/2g,g

)
∈Xq(�̇).
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Moreover,

RL
(
Xq (�̇),H

2−j
q

(
�̇
)) ({(τ∂τ )

�
(
λj/2B±(λ)

)
: λ ∈ �ε,λ0

})
� γ, τ = Imλ, (3.19)

holds for � = 0, 1 and j = 0, 1, 2, where γ depends only on ε, κ±, K2, q and N .
(2) Let Yq (�−), Yq (�−) be defined in Theorem 3.8. Then, there exists an operator family

C(λ) ∈ Hol
(
�ε,λ0,L

(
Yq(�−),H 2

q (�−)
))

,

such that for any λ ∈ �ε,λ0 and (f−, h) ∈ Yq (�−), the unique solution of (3.18) is given by 
θ− = C(λ)F 2

λ (f−, h), where

F 2
λ (f−, h) =

(
f−, λ1/2h,h

)
∈ Yq (�−) .

Moreover,

RL
(
Yq (�−),H

2−j
q (�−)

) ({(τ∂τ )
�
(
λj/2C(λ)

)
: λ ∈ �ε,λ0

})
� γ, τ = Imλ, (3.20)

holds for � = 0, 1 and j = 0, 1, 2, where the constant γ depends on ε, κ±, β, K2, q and N .

Since the proofs are similar to those of the Stokes equations with free boundary conditions 
given in Shibata [28,29], we omit the details and only give a sketch of the proof here. We first con-
vert (3.17) and (3.18) to problems in whole space and half-space problems, respectively. Then, 
we can use Theorems 3.7 and 3.8 to prove Theorem 3.9. We only consider (3.18) as an exam-
ple. Let us reformulate the functions in (3.18) by the change y = �(x). Let θ−(x) = θ̃−(�(x))

and h(x) = h̃(�(x)) satisfy (3.18). Let M−1 and M−1 be the N × N matrices appearing in the 
condition (3.16) and let Mjk and Mjk(x) be the (j, k)th component of M−1 and M−1(�(x)), 
respectively. For simplicity, we set Qjk = Mjk + Mjk . By (3.16), we get

∣∣Mjk

∣∣� 1,
∥∥Mjk

∥∥
L∞(RN)

�K1,
∥∥Mjk

∥∥
H 2

r (RN)
� K2.

In this case, we have

∂

∂yj

=
N∑

k=1

∂xk

∂yj

∂

∂xk

=
N∑

k=1

Qkj

∂

∂xk

.

For the equation ∂t θ̃− − κ−θ̃− = f̃− in �−, if we set �− = M−1θ−, then we have the 
equation in RN−

λ�− − κ−�− = M−1f− + V (�−,M−1,M−1)

with a nonlinear term V (�−,M−1,M−1). Since �−1 (�−) = RN , we may assume that
0
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n− =
(

∂xN

∂y1
, . . . ,

∂xN

∂yN

)
(∑N

j=1

∣∣∣ ∂xN

∂yj

∣∣∣2)1/2 on �−.

Recalling that 
(
∂xj /∂y�

)
(�(x)) = Qj�(x) and setting Q(x) =

√∑N
j=1 |QNj (x)|2, we have

n(�(x)) = (QN1(x), . . . ,QNN(x)) /Q(x) for x ∈RN
0 .

Thus, we can get new equations in the half space{
λ�− − κ−�− = M−1f− + V (�−,M−1,M−1) in RN− ,

∂N�− + β�− = M−1h + V1 (�−,M−1,M−1) on RN
0 ,

with nonlinear terms V and V1. Then, we can apply Theorem 3.8 to obtain Theorem 3.9 with the 
help of Lemma A.3.

4. Proof of Theorem 3.1

4.1. Local solutions

We set �1
j

(
RN+
) = H1+j , �1

j

(
RN−
) = H1−j , �1

j

(
RN

0

) = �1
j , �2

j

(
RN−
) = H2−j , �2

j

(
RN

0

) =
�2−j and H0

j± = RN . Let n1
j and n2−j be the unit normal to �1

j oriented from H1+j into H1−j and 

the unit outer normal to �2−j , respectively. Let Ḣ1
j = H1+j ∪ H1−j . We consider the following 

problems ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

λθ0
±j − κθ0

±j = ζ̃ 0
±j f in H0

j±,

λθ1
j − κθ1

j = ζ̃ 1
j f in Ḣ1

j ,

�κ∇θ1
j · n1

j � = ζ̃ 1
j g, �θ1

j � = 0 on �1
j ,

θ2−j − κθ2−j = ζ̃ 1
j f− in H2−j ,

∇θ2−j · n2−j + βθ2−j = ζ̃ 2
j h on �2−j .

(4.1)

Obviously, by Proposition A.11, 
∥∥∥(n1

j ,n2−j )

∥∥∥
H 2

r (Bi
j )
� CNK2. From Theorems 3.4, 3.7 and 3.8, 

there exists a constant λ0 � 1 and operator families

T 0±j (λ) ∈ Hol
(
�ε,λ0 ,L

(
Lq(H0

j±),H 2
q (H0

j±)
))

,

T 1
j (λ) ∈ Hol

(
�ε,λ0 ,L

(
X 1

q (Ḣ1
j ),H

2
q (Ḣ1

j )
))

,

T 2
j (λ) ∈ Hol

(
�ε,λ0 ,L

(
Y2

q (H2−j ),H
2
q (H2−j )

))
,

(4.2)

such that
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θ0
±j = T 0

±j (λ)̃ζ 0±f, θ1
j = T 1

j (λ)F 1
λ

(̃
ζ 1
j f, ζ̃ 1

j g
)

, θ2−j = T 2
j (λ)F 2

λ

(̃
ζ 2
j f−, ζ̃ 2

j h
)

, (4.3)

where

F 1
λ

(̃
ζ 1
j f, ζ̃ 1

j g
)

=
(̃
ζ 1
j f,λ1/2ζ̃ 1

j g, ζ̃ 1
j g
)

, F 2
λ

(̃
ζ 2
j f−, ζ̃ 2

j h
)

=
(̃
ζ 2
j f−, λ1/2ζ̃ 2

j h, ζ̃ 2
j h
)

is the unique solution to (4.1). Moreover, we have

RL
(
Lq(H0

j±),H 2−k
q (H0

j±)
) ({(τ∂τ )

�
(
λk/2T 0

±j (λ)
)

: λ ∈ �ε,λ0

})
�ν,

RL
(
Xq (Ḣ1

j ),H 2−k
q (Ḣ1

j )
) ({(τ∂τ )

�
(
λk/2T 1

j (λ)
)

: λ ∈ �ε,λ0

})
�ν,

RL
(
Yq (H2−j ),H 2−k

q (H2−j )
) ({(τ∂τ )

�
(
λk/2T 2

j (λ)
)

: λ ∈ �ε,λ0

})
�ν,

(4.4)

with k = 0, 1, 2 and some constant ν independent of j ∈ N . Since the R-boundedness implies 
the usual boundedness, by (4.4), we have

2∑
k=0

|λ|k/2
∥∥∥θ0

±j

∥∥∥
H 2−k

q (H0
j±)

� ν

∥∥∥̃ζ 0
j±f

∥∥∥
Lq(H0

j±)
,

2∑
k=0

|λ|k/2
∥∥∥θ1

j

∥∥∥
H 2−k

q (Ḣ1
j )
� ν

∥∥∥F 1
λ

(̃
ζ 1
j f, ζ̃ 1

j g
)∥∥∥

Xq (Ḣ1
j )

,

2∑
k=0

|λ|k/2
∥∥∥θ2−j

∥∥∥
H 2−k

q (H2
j )
� ν

∥∥∥F 2
λ

(̃
ζ 2
j f−, ζ̃ 2

j h
)∥∥∥

Yq (H2
j )

,

(4.5)

with the same constant ν as in (4.4) and j ∈ N .

4.2. Construction of a parametrix

We define the parametrix P(λ)F by

P(λ)F =
∑
±

∞∑
j=1

ζ 0
±j θ

0
±j +

∞∑
j=1

ζ 1
j θ1

j +
∞∑

j=1

ζ 2
j θ2−j

=
∞∑

j=1

ζ 0+jT 0+j (λ)̃ζ 0+j f +
∞∑

j=1

ζ 0−jT 0−j (λ)̃ζ 0−j f +
∞∑

j=1

ζ 1
j T 1

j (λ)F 1
λ

(̃
ζ 1
j f, ζ̃ 1

j g
)

+
∞∑

j=1

ζ 2
j T 2

j (λ)F 2
λ

(̃
ζ 2
j f−, ζ̃ 2

j h
)

,

(4.6)

for F = (f, g,h) ∈ Eq(�̇). Since there are jump quantities on the boundary, we set F 1
λ =

F 1
λ

(̃
ζ 1
j f, ζ̃ 1

j g
)

, let E±
[
T 1

j (λ)

∣∣∣
H1

]
F 1

λ be the Lions extension of �1
j into H1±j such that
±j
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2∑
k=0

|λ|k/2
∥∥∥∥E±

[
T 1

j (λ)

∣∣∣
H1±j

]
F 1

λ

∥∥∥∥
H 2−k

q

(
Ḣ1

j

) � Cν‖F 1
λ ‖Xq

(
Ḣ1

j

),

∂α
x

(
E±

[
T 1

j (λ)

∣∣∣
H1±j

]
F 1
)∣∣∣∣

�1
j

= ∂α
x

(
T 1

j (λ)F 1
)∣∣∣

�1
j

,

(4.7)

where

f |�1
j
(x0) = lim

x∈H1±j
x→x0

f (x) for x0 ∈ �1
j .

Let F 2
λ = F 2

λ

(̃
ζ 2
j f−, ζ̃ 2

j h
)

. Then using these notations we obtain

�κ∇
(
ζ 1
j T 1

j (λ)F 1
λ

)
� · n1

j = ζ 1
j �κ∇

(
T 1

j (λ)F 1
λ

)
· n1

j � + R1
j (λ)F 1

λ ,

∇
(
ζ 2
j T 2

j (λ)F 2
λ

)
· n2−j = ζ 2

j ∇(T 2
j (λ)F 2

λ ) · n2−j + R2
j (λ)F 2

λ ,

(4.8)

where

R1
j (λ)F 1

λ = ∇
(
ζ 1
j

){
κ+E+

[
T 1

j (λ)

∣∣∣
H1+j

]
F 1

λ − κ−E−
[
T 1

j (λ)

∣∣∣
H1−j

]
F 1

λ

}∣∣∣∣
�1

j

· n1
j ,

R2
j (λ)F 2

λ = ∇
(
ζ 2
j

)
T 2

j (λ)F 2
λ · n2−j .

We can get P(λ)F ∈ H 2
q (�̇) by Proposition A.13 and (4.5). Inserting θ = P(λ)F into (2.4), and 

taking into account that n = n1
j on supp ζ 1

j ∩ � and n− = n2−j on supp ζ 2
j ∩ �−, we have

⎧⎪⎪⎨⎪⎪⎩
λθ − κθ = f + V1(λ)F in �̇,

�κ∇θ · n� = g + V2(λ)F, �θ� = 0 on �,

∇θ− · n− + βθ− = h + V3(λ)F on �−,

(4.9)

where

V1(λ)F = κ
∑
±

∞∑
j=1

[
2
(
∇ζ 0

±j

)
·
(
∇
(
T 0

±j (λ)̃ζ 0
±j f

))
+
(
ζ 0

±j

)
T 0

±j (λ)̃ζ 0
±j f

]

+ κ

⎧⎨⎩
∞∑

j=1

[
2
(
∇ζ 1

j

)
·
(
∇
(
T 1

j (λ)F 1
λ

))
+
(
ζ 1

j

)
T 1

j (λ)F 1
λ

]⎫⎬⎭
+ κ

⎧⎨⎩
∞∑

j=1

[
2
(
∇ζ 2

j

)
·
(
∇
(
T 2

j (λ)F 2
λ

))
+
(
ζ 2

j

)
T 2

j (λ)F 2
λ

]⎫⎬⎭ ,
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and

V2(λ)F =
∞∑

j=1

R1
j (λ)F 1

λ , V3(λ)F =
∞∑

j=1

R2
j (λ)F 2

λ .

Let

V(λ)F =
(

V1(λ)F,V2(λ)F,V3(λ)F
)

.

Then, Proposition A.13 and the estimate (4.5) imply V(λ) ∈ Eq(�̇), and

‖FλV(λ)F‖Eq (�̇) � Cλ
−1/2
1 ‖FλF‖Eq (�̇)

for any λ ∈ �ε,λ1, λ1 � λ0 � 1, where Fλ is the operator given in Theorem 3.1. Since 
‖FλF‖Eq (�) , λ �= 0 are equivalent norms of Eq(�̇), we can choose λ1 � λ0 so large that 

Cλ
−1/2
1 � 1/2. We see that (I − V(λ))−1 exists and θ = P(λ)(I − V(λ))−1F is a solution of 

(2.4). The uniqueness follows from the existence theorem of dual problem.

4.3. Construction of solution operators

For F = (F0,F1, . . . ,F4) ∈ Eq(�̇), F 1 = (F0,F1,F2) ∈ Xq(�̇), F 2 = (
F0|�− ,F3,F4

) ∈
Yq(�̇), we define the following operators

P(λ)F =
∑
±

∞∑
j=1

ζ 0
±jT 0

±j (λ)F0 +
2∑

i=1

∞∑
j=1

ζ i
jT i

j (λ)F i,

V1(λ)F = κ
∑
±

∞∑
j=1

[
2
(
∇ζ 0±j

)
·
(
∇
(
T 0±j (λ)̃ζ 0±jF0

))
+
(
ζ 0±j

)
T 0±j (λ)̃ζ 0±jF0

]

+ κ

⎧⎨⎩
∞∑

j=1

[
2
(
∇ζ 1

j

)
·
(
∇
(
T 1

j (λ)̃ζ 1
j F 1

))
+
(
ζ 1

j

)
T 1

j (λ)̃ζ 1
j F 1

]⎫⎬⎭
+ κ

⎧⎨⎩
∞∑

j=1

[
2
(
∇ζ 2

j

)
·
(
∇
(
T 2

j (λ)̃ζ 2
j F 2

))
+
(
ζ 2

j

)
T 2

j (λ)̃ζ 2
j F 2

]⎫⎬⎭ ,

V2(λ)F =
∞∑

j=1

R1
j (λ)̃ζ 1

j F 1, V3(λ)F =
∞∑

j=1

R2
j (λ)̃ζ 2

j F 2,

V(λ)F =
(
V1(λ)F,V2(λ)F,V3(λ)F

)
.

Obviously, P(λ)F = P(λ)FλF and V(λ)F = V(λ)FλF. By (4.3), (4.4) and Proposition A.13, we 
see that
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P(λ) ∈ Hol
(
�ε,λ1,L

(
Eq(�̇),H 2

q (�̇)
))

,

V(λ) ∈ Hol
(
�ε,λ1,L

(
Eq(�̇),Eq(�̇)

))
.

Moreover, by (4.4) and Proposition A.13 we have

RL
(
Eq (�̇),H

2−j
q (�̇)

) ({(τ∂τ )
�
(
λj/2P(λ)

)
: λ ∈ �ε,λ2

})
� Cν, (j = 0,1,2),

RL
(
Eq (�̇),Eq (�̇)

) ({(τ∂τ )
� FλV(λ) : λ ∈ �ε,λ2

})
� Cλ

−1/2
2 ν, (� = 0,1),

(4.10)

for any λ2 � λ1. By (4.10), Z(λ)F = P(λ)(I − FλV(λ))−1F exists and

RL
(
Eq (�),H

2−j
q (�̇)

) ({(τ∂τ )
�
(
λj/2Z(λ)

)
: λ ∈ �ε,λ2

})
� Cν,

for � = 0, 1 and j = 0, 1, 2. Since V(λ)FλF = V(λ)F, we have

Fλ(I − V(λ))−1 =
∞∑

j=0

FλV(λ)j =
∞∑

j=0

Fλ (V(λ)Fλ)
j =

∞∑
j=0

(FλV(λ))j Fλ

= (I − FλV(λ))−1 Fλ.

Thus,

θ = P(λ)(I − V(λ))−1F = P(λ)Fλ(I − V(λ))−1F

= P(λ) (I − FλV(λ))−1 FλF = Z(λ)FλF.

Therefore, we complete the proof of Theorem 3.1.

5. Proof of Theorem 2.1

Now, we prove Theorem 2.1 with the help of Theorem 3.1. The key tool in the proof of the 
maximal regularity results is the Weis operator-valued Fourier multiplier theorem, i.e., Theo-
rem A.15.

We first consider the equations of θ1 =∑± θ1±χ�± :⎧⎪⎪⎨⎪⎪⎩
∂t θ1 − κθ1 = f in �̇ ×R,

�κ∇θ1 · n� = g, �θ1� = 0 on � ×R,

∇θ1− · n− + βθ1− = h on �− ×R.

(5.1)

Let FL and F−1
L be the Laplace transform and the inverse Laplace transform, respectively, de-

fined by

f̂ (λ) = FL[f ](λ) =
∞∫

e−λtf (t)dt, F−1
L [g(λ)](t) = 1

2π

∞∫
eλtg(τ )dτ,
−∞ −∞
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for λ = γ + iτ ∈C. Obviously,

FL[f ](λ) =
∞∫

−∞
e−iτ t e−γ tf (t)dt = F

[
e−γ tf

]
(τ ),

F−1
L [g](t) = eγ t 1

2π

∞∫
−∞

eiτ t g(τ )dτ = eγ tF−1[g](t), FLF−1
L = F−1

L FL = I.

Applying the Laplace transform to (5.1) gives⎧⎪⎪⎨⎪⎪⎩
λθ̂1 − κθ̂1 = f̂ in �̇ ×R,

�κ∇ θ̂1 · n� = ĝ, �θ̂1� = 0 on � ×R,

∇ θ̂1− · n− + βθ̂1− = ĥ on �− ×R.

(5.2)

By Theorem 3.1, we have θ̂1 = Z(λ)FλG for λ ∈ �ε,λ1 , where

FλG =
(
f̂ (λ), λ1/2ĝ(λ), ĝ(λ), λ1/2ĥ(λ), ĥ(λ)

)
.

Let

�1/2
γ f = F−1

L

[
λ1/2FL[f ]

]
= eγ tF−1

τ

[
λ1/2F

[
e−γ tf

]]
, λ1/2f̂ (λ) = F

[
e−γ t�1/2

γ f
]
,

and define

θ1(·, t) = F−1
L [Z(λ)FλG] = eγ tF−1

τ

[
Z(λ)F

[
e−γ tG(t)

]
(τ )
]
,

with G(t) =
(
f,�

1/2
γ g, g,�

1/2
γ h,h

)
, where γ is chosen such that γ > λ1, and so γ + iτ ∈ �ε,λ1

for any τ ∈ R. By Cauchy’s theorem in the theory of one complex variable, θ1 is independent of 
choice of γ whenever γ > λ1. Noting that

∂t θ1 = F−1
L [λZ(λ)FλG] = eγ tF−1

τ

[
λZ(λ)F

[
e−γ tG(t)

]
(τ )
]

and all Lebesgue spaces and Sobolev spaces on RN are UMD spaces, by applying Theorems 3.1
and A.15, we have∥∥e−γ t ∂t θ1

∥∥
Lp
(
R,Lq(�̇)

) + ∥∥e−γ t θ1
∥∥

Lp
(
R,H 2

q (�̇)
)

� C

{∥∥e−γ tf
∥∥

Lp
(
R,Lq(�̇)

) + ∥∥e−γ tg
∥∥

Lp
(
R,H 1

q (�̇)
) +

∥∥∥e−γ t�1/2
γ g

∥∥∥
Lp
(
R,Lq(�̇)

)
+∥∥e−γ th

∥∥
Lp
(
R,H 1

q (�−)
) +

∥∥∥e−γ t�1/2
γ h

∥∥∥
Lp
(
R,Lq(�−)

)
}

. (5.3)
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Since 
∣∣∣λ1/2

(
1 + τ 2

)−1/4
∣∣∣� C

(
1 + γ 1/2

)
, we get

∥∥∥e−γ t�1/2
γ g

∥∥∥Lp
(
R,Lq(�̇)

) + ∥∥∥e−γ t�1/2
γ h

∥∥∥
Lp
(
R,Lq(�−)

)
� C

(
1 + γ 1/2

)(∥∥e−γ tg
∥∥

H
1/2
p

(
R,Lq(�̇)

) + ∥∥e−γ th
∥∥

H
1/2
p

(
R,Lq(�−)

)) .

We now prove that θ1 = 0 for t < 0. Since |γ /λ| � 1, we have

γ
∥∥e−γ t θ1

∥∥
Lp
(
R,Lq(�̇)

) � ∥∥e−γ t ∂t θ1
∥∥

Lp
(
R,Lq(�̇)

) ,
and by (5.3) we obtain

‖θ1‖Lp
(
(−∞,0),Lq (�̇)

) � ∥∥e−γ t θ1
∥∥

Lp
(
R,Lq(�̇)

) � γ −1
∥∥e−γ t ∂t θ1

∥∥
Lp
(
R,Lq(�̇)

)
� γ −1C

{∥∥e−γ tf
∥∥

Lp
(
R,Lq(�̇)

) + ∥∥e−γ tg
∥∥

Lp
(
R,H 1

q (�̇)
) + ∥∥e−γ th

∥∥
Lp
(
R,H 1

q (�−)
)

+
(

1 + γ 1/2
)(∥∥e−γ tg

∥∥
H

1/2
p

(
R,Lq(�̇)

) + ∥∥e−γ th
∥∥

H
1/2
p

(
R,Lq(�−)

))} .

Thus, letting γ → ∞, we have ‖θ1‖Lp
(
(−∞,0),Lq(�̇)

) = 0, which leads to θ1 = 0 for t < 0.
Next, we consider the initial value problem of θ2⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

∂t θ2 − κθ2 = 0 in �̇ × (0,∞),

�κ∇θ2 · n� = 0, �θ2� = 0 on � × (0,∞),

∇θ2− · n− + βθ2− = 0 on �− × (0,∞).

θ2|t=0 = θ0 − θ1|t=0 in �̇.

(5.4)

Define

Jq(�̇) =
{
θ ∈ H 2

q (�̇) : �κ∇θ · n� = 0, �θ� = 0 on �, ∇θ− · n− = 0 on �−
}

.

We consider

λθ2 − κθ2 = f, for θ2 ∈ Jq.

Since the R-boundedness implies the usual boundedness, by Theorem 3.1, we have ρ(κ) ⊃
�ε,λ1 and

|λ|
∥∥∥(λ − κ)−1 f

∥∥∥
Lq(�̇)

+
∥∥∥(λ − κ)−1 f

∥∥∥
H 2

q (�̇)
� C ‖f ‖Lq(�̇) .

By the theory of analytic semigroups, we see that κ generates C0 analytic semigroups T (t) on 
Jq(�̇). Let θ2 = T (t) (θ0 − θ1|t=0). Then, by a standard real-interpolation method (cf. [34]), we 
have the following theorem.
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Theorem 5.1. Let 1 < p, q < ∞, we set

Dq,p(�̇) = [Lq(�̇), Jq(�̇]]1−1/p,p
,

where [·, ·]1−1/p,p denotes a real interpolation functor. Then for any θ2|t=0 ∈ Dq,p(�̇) and γ �
λ1 with some constant C > 0, where λ1 is the same constant as in Theorem 3.1, the equation 
(5.4) has a unique solution θ2 with

e−γ t θ2 ∈ Lp
(
(0,∞),H 2

q (�̇)
)

∩ H 1
p

(
(0,∞),Lq(�̇)

)
,

possessing the estimate

∥∥e−γ t ∂t θ2
∥∥

Lp((0,∞),Lq(�))
+ ∥∥e−γ t θ2

∥∥
Lp
(
(0,∞),H 2

q (�̇)
) � C‖θ2|t=0‖B

2(1−1/p)
q,p (�̇)

. (5.5)

Remark 5.2. Let us define the Besov space B2(1−1/p)
q,p (�̇) by the real interpolation

B
2(1−1/p)
q,p (�̇) =

[
Lq(�̇),H 2

q (�̇)
]

1−1/p,p
.

From [19, Remark 2.3], we have

Dq,p(�̇) =

⎧⎪⎪⎨⎪⎪⎩
{
θ ∈ B

2(1−1/p)
q,p (�̇) : θ ∈ Jp(�̇)

}
when 2(1 − 1/p) > 1 + 1/q,{

θ ∈ B
2(1−1/p)
q,p (�̇) : �θ�|� = 0

}
when 1/q < 2(1 − 1/p) < 1 + 1/q,

B
2(1−1/p)
q,p (�) when 2(1 − 1/p) < 1/q.

By Remark 5.2 and the compatibility condition (2.2), we have θ0 − θ1|t=0 ∈Dq,p(�̇), then

‖ θ2|t=0 ‖
B

2(1−1/p)
q,p (�̇)

< ‖θ0‖B
2(1−1/p)
q,p (�̇)

+ ‖ θ1|t=0 ‖
B

2(1−1/p)
q,p (�̇)

.

By the interpolation theory in [20], we know that

∥∥θ1|t=0

∥∥
B

2(1−1/p)
q,p (�̇)

�
∥∥e−γ t ∂t θ1

∥∥
Lp
(
(0,∞),Lq(�̇)

) + ∥∥e−γ t θ1
∥∥

Lp
(
(0,∞),H 2

q (�̇)
) .

Thus, θ = θ1 + θ2 is a solution of (2.1).
We finally prove the uniqueness. For t > 0, the uniqueness of θ1 follows from Theorem 3.1

and the uniqueness of θ2 follows from the existence of analytic semigroups. This proves the 
uniqueness, which completes the proof of Theorem 2.1.
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6. Maximal regularity theorem in a finite time interval

First, we introduce the extension map ι : L1,loc(�) → L1,loc
(
RN
)

possessing the following 
properties:

(i) For any 1 < q < ∞ and f ∈ H 1
q (�), ιf ∈ H 1

q

(
RN
)
, ιf = f in � and ‖ιf ‖Hi

q

(
RN

) �
Cq‖f ‖Hi

q(�) for i = 0, 1 with some constant Cq depending on q and �.

(ii) For any 1 < q < ∞ and f ∈ H 1
q (�), 

∥∥(1 − )−1/2ι(∇f )
∥∥

Lq
(
RN

) � Cq‖f ‖Lq(�) with 

some constant Cq depending on q and �. Here, (1 −)s is the operator defined by (1 −)sf =
F−1

ξ

[(
1 + |ξ |2)s/2 F[f ]

]
for s ∈ R.

In the following, such extension map ι is fixed. We define H−1
q (�) by

H−1
q (�) =

{
f ∈ L1,loc(�) : (1 − )−1/2ιf ∈ Lq(�)

}
.

As proved in [27], we have∥∥∥e−γ t�1/2
γ f

∥∥∥
Lp
(
R,Lq(�)

) � C
{∥∥∥e−γ t ∂t

[
(1 − )−1/2(ιf )

]∥∥∥
Lp
(
R,Lq

(
RN

))
+ ∥∥e−γ tf

∥∥
Lp
(
R,H 1

q (�)
) }, (6.1)

for any γ � γ0. We can set ι =∑± ι±χ�± and ι± : L1,loc(�±) → L1,loc(RN). Combining The-
orem 1.1 with (6.1), we have the following theorem.

Theorem 6.1. Let 1 < p, q < ∞ with 2/p + 1/q /∈ {1, 2}, T be any positive number with 
t ∈ (0, T ]. Assume that � is a uniform W 2−1/r

r domain. Let u0 ∈ B
2(1−1/p)
q,p (�̇) and θ0 ∈

B
2(1−1/p)
q,p (�̇) be initial data for (1.2), a(ξ, t) ∈ Lp((0, T ), Lq(�̇)) and b(ξ, t) ∈ Lp

(
(0, T ),

H 1
q (�−)

)
∩ H 1

p

(
(0, T ), H−1

q (�−)
)

. Let N1(u, a, θ), . . . , N6(u, θ−) be functions appearing on 
the right side of (1.2) satisfying the conditions:

N1,N5 ∈ Lp
(
(0, T ),Lq(�̇)

)
, N3 ∈ H 1

p

(
(0, T ),Lq(�̇)

)
,

N2,N4,N6 ∈ Lp
(
(0, T ),H 1

q (�̇)
)

∩ H 1
p

(
(0, T ),H−1

q (�̇)
)

.

Assume that the compatibility conditions (N2,N3,N4,N6, b) |t=0 = 0, (1.4), (1.5) and (1.6) hold. 
Then, problem (1.2) admits a unique solution (u, θ) with

u ∈ Lp
(
(0, T ),H 2

q (�̇)
)

∩ H 1
p

(
(0, T ),Lq(�̇)

)
,

θ ∈ Lp
(
(0, T ),H 2

q (�̇)
)

∩ H 1
p

(
(0, T ),Lq(�̇)

)
,

possessing the estimate for any t ∈ (0, T ]
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‖∂t (u, θ)‖Lp
(
(0,t),Lq(�̇)

) + ‖(u, θ)‖
Lp
(
(0,t),H 2

q (�̇)
)

� eγ t
{

‖u0‖B
2(1−1/p)
q,p (�̇)

+ ‖θ0‖B
2(1−1/p)
q,p (�̇)

+ ∥∥e−γ t (a,N1,N5)
∥∥

Lp
(
(0,t),Lq(�̇)

)
+ ‖∂tN3‖Lp

(
(0,t),Lq(�̇)

) + ‖(N2,N4,N6)‖
Lp
(
(0,t),H 1

q (�̇)
) + ‖b‖

Lp
(
(0,t),H 1

q (�−)
)

+
∥∥∥∂s

[
(1 − )−1/2(ιN2, ιN4, ιN6)

]∥∥∥
Lp
(
(0,t),Lq

(
RN

))
+
∥∥∥∂s

[
(1 − )−1/2ι−b

]∥∥∥
Lp
(
(0,t),Lq

(
RN

)) },
for any γ � γ0 and some positive number γ0.

Proof. Given any function f (·, t) defined on (0, ∞), let f0 denote the zero extension of f to 
(−∞, 0), namely f0(·, t) = f (·, t) for t ∈ (0, ∞) and f0(·, t) = 0 for t ∈ (−∞, 0). Let t be any 
number in (0, T ] and et be an operator defined by

[etf ] (·, s) =
{

f0(·, s) for s � t,

f0(·,2t − s) for s � t.

Obviously, [etf ] (·, s) = 0 for s /∈ (0, 2t). Moreover, if f |t=0 = 0, then we have

∂s [etf ] (·, s) =

⎧⎪⎨⎪⎩
0 for s /∈ (0,2t),

(∂sf ) (·, s) for s ∈ (0, t),

− (∂sf ) (·,2t − s) for s ∈ (t,2t).

(6.2)

Let U(·, s) = [etu](·, s) and �(·, s) = [et θ ](·, s) be solutions to the equations: for s ∈ (0, ∞)

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ρ∂sU − Div(μD(U) − etqI) = etN1 + eta + βg� in �̇,

div U = etN2 = div(etN3) in �̇,

�(μD(U) − etqI)n� = etN4, �U� = 0 on �,

∂s� − κ� = etN5 in �̇,

�κ∇� · n� = etN6, ��� = 0 on �,

U = 0, ∇�− · n− + β�− = etb on �−,

U|s=0 = u0, �|s=0 = θ0 in �̇.

(6.3)

Since et1f = et2f for 0 < t1, t2 � T , the uniqueness of solutions yields that

et1(u, θ)(·, s) = et2(u, θ)(·, s)

for s ∈ [0, t1] with 0 < t1 < t2 � T . By (5.3) and (5.5), we easily have
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∥∥e−γ s∂s�
∥∥

Lp
(
(0,∞),Lq(�̇)

) + ∥∥e−γ s�
∥∥

Lp
(
(0,∞),H 2

q (�̇)
)

�‖θ0‖B
2(1−1/p)
q,p (�̇)

+ ∥∥e−γ setN5
∥∥

Lp
(
R,Lq(�̇)

) + ∥∥e−γ setN6
∥∥

Lp
(
R,H 1

q (�̇)
)

+
∥∥∥e−γ s�1/2

γ etN6

∥∥∥
Lp
(
R,Lq(�̇)

) + ∥∥e−γ setb
∥∥

Lp
(
R,H 1

q (�−)
) +

∥∥∥e−γ s�1/2
γ etb

∥∥∥
Lp
(
R,Lq(�−)

) .
By the compatibility conditions, (6.1) and (6.2), we have∥∥∥e−γ s�1/2

γ etb

∥∥∥
Lp
(
R,Lq(�−)

)
�
∥∥e−γ sb

∥∥
Lp
(
(0,t),H 1

q (�−)
)) +

∥∥∥e−γ s∂s

[
(1 − )−1/2 (ι−b)

]∥∥∥
Lp
(
(0,t),Lq

(
RN

)) .
Other terms can be estimated as similarly as in [27]. Setting u = eT u and θ = eT θ , and noting that 
(u(·, s), θ(·, s)) = (etu(·, s), et θ(·, s)) for 0 < s < t , we complete the proof of Theorem 6.1. �
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Appendix A. Notations and useful results

A.1. Further notations

For any scalar function f = f (x) and N -vector function g = (g1(x), . . . , gN(x)), we write

∇f = (∂1f (x), . . . , ∂Nf (x)) , ∇g = (∇g1(x), . . . ,∇gN(x)) ,

div g =
N∑

j=1

∂jgj (x), ∇2f = (∂i∂j f
)N
i,j=1 , ∇2g = (∇2g1, . . . ,∇2gN).

For an open set � of RN , p, q ∈ [1, ∞] and s ∈ R, let Lq(�), Hs
q (�) and Bs

q,p(�) denote 
Lebesgue spaces, Sobolev spaces and Besov spaces on �, with norms ‖ · ‖Lq(�), ‖ · ‖Hs

q (�) and 
‖ · ‖Bs

q,p(�), respectively. Let

X(�̇) = {f : f |�± ∈ X (�±)
}
, ‖f ‖X(�̇) = ∥∥f |�+

∥∥
X(�+)

+ ∥∥f |�−
∥∥

X(�−)
,

for X ∈
{
Lq,Hs

q ,Bs
q,p

}
. For simplicity, we write ‖g‖X(�̇)N = ‖g‖X(�̇). For a Banach space 

X and any time interval (a, b), Lp((a, b), X) and Hs
q ((a, b), X) denote the standard X-valued 

Lebesgue spaces and X-valued Sobolev spaces with norms ‖ · ‖Lp((a,b),X) and ‖ · ‖Hs
q ((a,b),X), 

respectively. For any two Banach spaces X and Y , L(X, Y) denotes the set of all bounded linear 
operators from X into Y . Let D(R, X) denote the space of X-valued distributions. S(R, X)

denotes the space of X-valued Schwartz functions and S ′(R, X) = L(S(R, X) is the space of 
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X-valued tempered distributions. For a domain U in C, let Hol(U, L(X, Y)) be the set of all 
L(X, Y)-valued holomorphic functions defined on U , where C denotes the set of all complex 
numbers. Set

�ε = {λ ∈C\{0} : | argλ|� π − ε}, �ε,λ0 = {λ ∈ �ε : |λ| � λ0} . (A.1)

For any N -vectors a and b, we set a · b = (a,b) =∑N
j=1 aibi , and the tangential component aτ

of a with respect to the normal n is defined by aτ = a − (a,n)n. For complex-valued functions f
and g, we set (f, g)� = ∫

�
f (x)g(x)dx where g(x) is the complex conjugate of g(x), and for any 

two N -vector functions f and g, denote (f, g)� =∑N
j=1

(
fj , gj

)
�

. Let 1 < q < ∞, 1
q

+ 1
q ′ = 1, 

we introduce the following spaces

Ĥ 1
q (�) := {u ∈ Lq,loc(�) | ∇u ∈ Lq(�)

}
,

D(�) :=
{

f ∈ Lq(�) | (f,∇ϕ)� = 0 for any ϕ ∈ Ĥ 1
q ′(�)

}
.

Since C∞
0 (�) ∈ Ĥ 1

q (�), we see that div f = 0 in � provided f ∈D(�). But, the opposite direction 
does not hold in general.

Next, we recall two definitions.

Definition A.1. Let both X and Y be Banach spaces. A family of operators T ⊂ L(X, Y) is 
called to be R-bounded on L(X, Y), if there exist some constants C > 0 and p ∈ [1, ∞) such 
that for each n ∈N, Tj ∈ L(X, Y) and fj ∈ X(j = 1, . . . , n), we have∥∥∥∥∥∥

n∑
j=1

rj Tjfj

∥∥∥∥∥∥
Lp((0,1),Y )

� C

∥∥∥∥∥∥
n∑

j=1

rjfj

∥∥∥∥∥∥
Lp((0,1),X)

.

Here, the Rademacher functions 
{
rj
}n
j=1 are defined from [0, 1] into {−1, 1}. The smallest of 

such C’s is called the R-bound of T on L(X, Y), and denoted by RL(X,Y )T .

Definition A.2. Let 1 < r < ∞, and � be a domain in RN with boundaries � and �−. We say 
that � is a uniform W 2−1/r

r domain, if there exist some positive constants α, β , γ and K such 
that

(1) for any x0 = (x01, x02, . . . , x0N) ∈ �, there exist a coordinate number j and a W 2−1/r
r

function h(x′) (where x′ = (
x1, . . . , x̂j , . . . , xN

) = (
x1, . . . , xj−1, xj+1, . . . , xN

)
) for x′ ∈

B ′
α

(
x′

0

)
with x′

0 = (x01, . . . x̂0j , . . . , x0N

)
and ‖h‖

W
2−1/r
r

(
B ′

α

(
x′

0

)) � K such that

� ∩ Bβ (x0) =
{
x ∈ RN : −γ + h

(
x′
j

)
< xj < h

(
x′
j

)
+ γ

}
∩ Bβ (x0) ,

� ∩ Bβ (x0) =
{
x ∈ RN : xj = h

(
x′
j

)}
∩ Bβ (x0) ;

(2) for any x0 ∈ �−, there exist a coordinate number j and a W 2−1/r
r function h(x′) for x′ ∈

B ′
α

(
x′

0

)
with ‖h‖ 2−1/r ( ′ ( ′ )) � K such that
Wr Bα x0
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� ∩ Bβ (x0) =
{
x ∈RN : xj > h

(
x′)}∩ Bβ (x0) ,

�− ∩ Bβ (x0) =
{
x ∈RN : xj = h

(
x′)}∩ Bβ (x0) .

Here, B ′
α

(
x′

0

)= {x′ ∈ RN−1 : |x′ − x′
0| < α

}
, Bβ (x0) = {x ∈RN : |x − x0| < β

}
.

Lemma A.3 ([26]). Let 1 < q � r < ∞ and r > N . Then there exists a constant CN,r,q such that 
for any σ > 0, a ∈ Lr(RN+) and b ∈ H 1

q (RN+), the following estimate

‖ab‖Lq
(
RN+

) � σ‖∇b‖Lq
(
RN+

) + CN,r,qσ− N
r−N ‖a‖

r
r−N

Lr
(
RN+

)‖b‖Lq
(
RN+

)
holds.

A.2. Two phase problem for the Stokes equations with free boundary conditions

We recall the Lp-Lq maximal regularity for the two-phase problem of the Stokes equations 
with free boundary conditions and the non-slip condition given as follows: for t > 0⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

∂tu − Div(μD(u) − qI) = f in �̇, (a)

div u = g = div g in �̇, (b)

�(μD(u) − qI)n� = h, �u� = 0 on �, (c)

u = 0 on �−, (d)

u|t=0 = u0 in �̇. (e)

(A.2)

Theorem A.4 (cf. [32]). Let 1 < p, q, r < ∞ with 2/p + 1/q /∈ {1, 2}, and t > 0. Assume that �
is a uniform W 2−1/r

r domain and u0 ∈ B
2(1−1/p)
q,p (�̇) is the initial data for equations (A.2). Let 

f, g, g and h be functions appearing on the right side of equations (A.2a)-(A.2c) satisfying the 
conditions:

e−γ t f ∈ Lp
(
R,Lq(�̇)

)
, e−γ tg ∈ Lp

(
R,H 1

q (�̇)
)

∩ H
1/2
p

(
R,Lq(�̇)

)
,

e−γ tg ∈ H 1
p

(
R,Lq(�̇)

)
, e−γ th ∈ Lp

(
R,H 1

q (�̇)
)

∩ H
1/2
p

(
R,Lq(�̇)

)
,

for any γ � γ0 with some γ0. Assume that the compatibility conditions hold:

div u0 = N2|t=0 in �̇, u0 − N3|t=0 ∈ D(�),

�μD (u0)n�τ = hτ |t=0 on �, if 2/p + 1/q < 1,

�u0� = 0 on �, u0 = 0 on �−, if 2/p + 1/q < 2.

(A.3)

Then, problem (A.2) admits a unique solution u and q with

u ∈ Lp
(
(0,∞),H 2

q (�̇)
)

∩ H 1
p

(
(0,∞),Lq(�̇)

)
,

q ∈ Lp
(
(0,∞),H 1

q (�̇) + Ĥ 1
q (�̇)

)
,
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possessing the estimate∥∥e−γ t ∂tu
∥∥

Lp
(
(0,∞),Lq(�̇)

) + ∥∥e−γ tu
∥∥

Lp
(
(0,∞),H 2

q (�̇)
)

�‖u0‖B
2(1−1/p)
q,p (�̇)

+ ∥∥e−γ t f
∥∥

Lp
(
R,Lq(�̇)

)
+ ∥∥e−γ t ∂tg

∥∥
Lp
(
R,Lq(�̇)

) + ∥∥e−γ t (g,h)
∥∥

Lp
(
R,H 1

q (�̇)
)

+
(

1 + γ 1/2
)(∥∥e−γ tg

∥∥
H

1/2
p

(
R,Lq(�̇)

) + ∥∥e−γ th
∥∥

H
1/2
p

(
R,Lq

(
�̇
))) .

(A.4)

A.3. Some fundamental properties of the R-bounded operators

We recall the following technical lemma in order to prove the R-boundedness of A±(λ) given 
in (3.2).

Lemma A.5 ([5, Theorem 3.3]). Let 1 < q < ∞ and � ⊂ C, m = m(λ, ξ) be a function defined 
on � × (RN\{0}) which is infinitely differentiable with respect to α ∈ (N∪{0})N for each λ ∈ �. 
Assume that for any multi-index α there exists a constant Cα depending on α and � such that∣∣∣∂α

ξ m(λ, ξ)

∣∣∣� Cα|ξ |−|α| (A.5)

for any (λ, ξ) ∈ � × (
RN\{0}). Let Kλ be an operator defined by Kλ= F−1

ξ [m(λ, ξ)Ff (ξ)]. 
Then, the family of operators {Kλ : λ ∈ �} is R-bounded on L 

(
Lq(RN),Lq(RN)

)
and

RL
(
Lq(RN),Lq(RN)

) ({Kλ : λ ∈ �}) � Cq,N max
|α|�N+2

Cα, (A.6)

with some constant Cq,N depending only on q and N .

We recall the fundamental properties of the R-bounded operators as follows.

Lemma A.6 (cf. [4, Proposition 3.4]). Let X and Y be Banach spaces, T and S be R-bounded 
families on L(X, Y). Then, T + S = {T + S : T ∈ T , S ∈ S} is R-bounded and RL(X,Y )(T +
S) �RL(X,Y )(T ) +RL(X,Y )(S).

Let X, Y, Z be Banach spaces, and T ∈ L(X, Y) and S ∈ L(Y, Z) be R-bounded, then T S =
{T S : T ∈ T , S ∈ S} is R-bounded on L(X, Z), and RL(X,Z)(T S) �RL(X,Y )(T )RL(Y,Z)(S).

Lemma A.7 (cf. [11, Proposition 2.5]). Let 1 � q < ∞ and � be a domain in RN . Let m = m(λ)

be a bounded function defined on a subset � ⊂C and let Mm(λ) be a map defined by Mm(λ)f =
m(λ)f for any f ∈ Lq(�). Then, we get

RL(Lq(�),Lq(�)) ({Mm(λ) : λ ∈ �})� CN,q,�‖m‖L∞(�).

Lemma A.8 (cf. [34, Proposition 2.3]). Let 1 < p, q < ∞ and � be a domain in RN . Let n =
n(τ) be a C1-function defined on R\{0} which satisfies the conditions |n(τ)| � γ and |τn′(τ )| �
γ with some constant γ > 0 for any τ ∈ R\{0}. Let Tn be the operator-valued Fourier multiplier 
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defined by Tnf = F−1[nF[f ]] for any f with F[f ] ∈ D (R,Lq(�)). Then, Tn can be extended 
to a bounded linear operator from Lp (R,Lq(�)) into itself. Moreover, denoting this extension 
also by Tn, we have

‖Tn‖L(Lp
(
R,Lq(�)

)) � C�,p,qγ.

Here, D (R,Lq(�)) denotes the set of all Lq(�)-valued C∞-functions on R with compact sup-
port.

We introduce two classes of multipliers.

Definition A.9. Let 0 < ε < π/2 and λ0 � 0, and m(ξ ′, λ) be a function defined on RN−1\{0} ×
�ε,λ0 , which is infinitely differentiable with respect to ξ ′ and holomorphic with respect to λ. If 
for any multi-index α′ = (α1, . . . , αN−1), there hold the estimates:∣∣∣∂α′

ξ ′ m
(
λ, ξ ′)∣∣∣� Cs,α′,ε,λ0

(
|λ|1/2 + ∣∣ξ ′∣∣)s−∣∣α′∣∣

,∣∣∣∂α′
ξ ′
(
τ∂τm

(
λ, ξ ′))∣∣∣� Cs,α′,ε,λ0

(
|λ|1/2 + ∣∣ξ ′∣∣)s−∣∣α′∣∣

,

(A.7)

with τ = Imλ and some positive constant Cs,α′,ε,λ0 , then m(ξ ′, λ) is called a multiplier of order 
s with type 1.

Similarly, if there hold the estimates:∣∣∣∂α′
ξ ′ m

(
λ, ξ ′)∣∣∣� Cs,α′,ε,λ0

(
|λ|1/2 + ∣∣ξ ′∣∣)s ∣∣ξ ′∣∣−∣∣α′∣∣

,∣∣∣∂α′
ξ ′
(
τ∂τm

(
λ, ξ ′))∣∣∣� Cs,α′,ε,λ0

(
|λ|1/2 + ∣∣ξ ′∣∣)s ∣∣ξ ′∣∣−∣∣α′∣∣

,

(A.8)

with τ = Imλ and some positive constant Cs,α′,ε,λ0 , then m(ξ ′, λ) is called a multiplier of order 
s with type 2.

Lemma A.10 ([33]). Let 0 < ε < π/2, 1 < q < ∞ and λ0 � 0. Let m1,± ∈ M−2,1, m2,± ∈
M−2,2, we define the operators Kj,±(λ)(j = 1, 2) for λ ∈ �ε,λ0 by the formulas:

[
K1,±(λ)h

]
(x) =

∞∫
0

F−1
ξ ′
[
m1,±

(
λ, ξ ′)λ1/2e∓A±(xN+yN )F ′[h] (ξ ′, yN

)] (
x′)dyN,

[
K2,±(λ)h

]
(x) =

∞∫
0

F−1
ξ ′
[
m2,±

(
λ, ξ ′) ∣∣ξ ′∣∣ e∓A±(xN+yN )F ′[h] (ξ ′, yN

)] (
x′)dyN .

Then, for � = 0, 1 and j = 1, 2, the following sets{
(τ∂τ )

�
(
λKj,±(λ)

) : λ ∈ �ε,λ0

}
,
{
(τ∂τ )

�
(
|λ|1/2∇Kj,±(λ)

)
: λ ∈ �ε,λ0

}
,{

(τ∂τ )
�
(
∇2Kj,±(λ)

)
: λ ∈ �ε,λ0

}
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are R-bounded families in L(Lq(RN)), whose R-bounds do not exceed some constant 
CN,q,ε,λ0,κ± depending only on N, q, ε, λ0 and κ±.

A.4. Several properties of uniform W 2−1/r
2 domains

We recall several properties of uniform W 2−1/r

2 domains given in Enomoto and Shibata [5].

Proposition A.11. Let N < r < ∞ and � be a uniform W 2−1/r
r domain in ṘN . Let K1 be any 

small number in (0, 1) and K2 be given in (3.16). Then, there exist some constants σ 0, σ 1, σ 2 ∈
(0, 1), at most countably many N -vector functions �i

j ∈ H 2
r (RN), and points x0

±j ∈ �±, x1
j ∈ �

and x2
j ∈ �− such that the following assertions hold:

(1) The maps: RN � x �→ �i
j (x) ∈ RN (i = 1, 2; j ∈ N) are bijective.

(2) � =
(⋃∞

j=1

(
Bσ 0(x0

+j ) ∪ Bσ 0(x0
−j )
))⋃(⋃2

i=1
⋃∞

j=1

(
�i

j

(
Hi
)∩ Bσi (xi

j )
))

, with H 1 =
RN and H 2 = RN− , where Bσ 0(x0

±j ) ⊂ �±, �1
j

(
RN±
) ∩ Bσ 1(x1

j ) = �± ∩ Bσ 1(x1
j ), 

�2
j

(
RN−
) ∩ Bσ 2(x2

j ) = �− ∩ Bσ 2(x2
j ) and �1

j (R
N
0 ) ∩ Bσi (xi

j ) = �i ∩ Bσ 1(x1
j )(i = 1, 2)

with �1 = � and �2 = �−.
(3) There exist C∞ functions ζ 0±j , ζ̃

0±j and ζ k
j , ζ̃ k

j (k = 1, 2; j ∈N), such that

0 � ζ 0
±j , ζ̃

0
±j , ζ

i
j , ζ̃

i
j � 1,

supp ζ i
j , supp ζ̃ i

j ⊂ Bσi

(
xi
j

)
, supp ζ 0±j , supp ζ̃ 0±j ⊂ Bσ 0

(
x0±j

)
,∥∥∥(ζ i

j , ζ
2±j , ζ̃

i
j , ζ̃

2±j

)∥∥∥
H 2∞(RN)

� c0, ζ̃ i
j = 1 on supp ζ i

j , ζ̃ 0
±j = 1 on supp ζ 0

±j ,

∑
±

∞∑
j=1

ζ 0±j +
2∑

i=1

∞∑
j=1

ζ i
j = 1 on �̄,

∞∑
j=1

ζ 1
j = 1 on �,

∞∑
j=1

ζ 2
j = 1 on �−.

Here, c0 is a constant depending on K2, N, q and r , but independent of j ∈ N .

(4) ∇�i
j = Mi

j + Mi
j , ∇

(
�i

j

)−1 = Mi
j,− + Mi

j,−, where Mi
j and Mi

j,− are N × N con-

stant orthonormal matrices, and Mi
j and Mi

j,− are N × N matrices of H 1
r (RN) functions 

defined on RN which satisfy the conditions: 
∥∥∥Mi

j

∥∥∥
L∞(RN)

� K1, 
∥∥∥Mi

j,−
∥∥∥

L∞(RN)
� K1, ∥∥∥∇Mi

j

∥∥∥
Lr(RN)

�K2 and 
∥∥∥∇Mi

j,−
∥∥∥

Lr(RN)
� K2 for i = 0, 1 and j ∈N .

(5) There exists a natural number L � 2 such that any L + 1 distinct sets of 
{
Bσi (xi

j )
}

∪{
Bσ 0(x0

±j )
}

(i = 1, 2; j ∈N) have an empty intersection.

Let B0±j = Bσ 0

(
x0±j

)
, Bi

j = Bdi

(
xi
j

)
with i = 1, 2 and j ∈ N for short. Then, by the finite 

intersection property stated in Proposition A.11 (5), we see that, for any r ∈ [1, ∞), there is a 
positive constant Cr,L such that, for any f ∈ Lr(�), we have
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⎛⎝ ∞∑
j=1

‖f ‖r

Lr
(
�∩Ai

j

)
⎞⎠1/r

� Cr,L‖f ‖Lr(�). (A.9)

In fact, for 1 � r < ∞,

∞∑
j=1

‖f ‖r

Ls
(
�∩Ai

j

) =
∫
�

∞∑
j=1

χAi
j
(x)|f (x)|rdx

�

∥∥∥∥∥∥
∞∑

j=1

χAi
j

∥∥∥∥∥∥
L∞(RN

) ‖f ‖r
Lr (�) � L‖f ‖r

Ls(�),

where Ai
j ∈

{
B0

±j ,B
1
j ,B2

j

}
. Then, we have the following lemma to construct parametrizes.

Lemma A.12 ([26]). Let X be a Banach space and X∗ be its dual space. Let 
{
fj

}∞
j=1 be a 

sequence in X∗ such that there exists a constant M > 0 such that

∞∑
j=1

∣∣(fj , ϕ)
∣∣� M‖ϕ‖X for any ϕ ∈ X,

then 
∑∞

j=1 fj exists and

∥∥∥∥∥∥
∞∑

j=1

fj

∥∥∥∥∥∥
X∗

� M.

With the help of (A.9) and Lemma A.12, we have the following proposition.

Proposition A.13. Let 1 < q < ∞ and q ′ = q/(q − 1). Let Aj ∈
{
B0±j ,B

1
j ,B2

j

}
. Let m be a 

non-negative integer. Let 
{
fj

}∞
j=1 be a sequence in Hm

q (�) and 
{
g

(�)
j

}∞
j=1

(� = 0, 1, . . . , m) be 

a sequence of positive real numbers. Assume that for any ϕ ∈ Lq ′
(�),

∞∑
j=1

(
g

(�)
j

)q

< ∞,

∣∣∣(∇�fj , ϕ
)

�

∣∣∣� Mg
(�)
j ‖ϕ‖

Lq′ (
�∩Aj

),

with � = 0, 1, . . . , m and some constant M independent of j ∈ N . Then, f =∑∞
j=1 fj exists in 

the strong topology of Hm
q (�) and

∥∥∥∇�f

∥∥∥
Lq(�)

� Cq ′,LM

⎛⎝ ∞∑(
g

(�)
j

)q

⎞⎠
1
q

.

j=1
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A.5. Weis operator-valued Fourier multiplier theorem

Let X and Y be Banach spaces. Then, given m ∈ L1,loc(R, L(X, Y)), we define an operator 
Tm : F−1D(R, X) → S ′(R, Y) by

Tmφ = F−1[mF[φ]] for all φ ∈F−1D(R,X). (A.10)

Definition A.14. A Banach space X is said to be a UMD Banach space, if the Hilbert transform is 
bounded on Lp(R, X) for p ∈ (1, ∞). Here, the Hilbert transform H operating on f ∈ S(R, X)

is defined by

[Hf ](t) = 1

π
lim

ε→0+

∫
|t−s|>ε

f (s)

t − s
ds (t ∈R).

We recall the Weis operator-valued Fourier multiplier theorem as follows:

Theorem A.15 ([24]). Let X and Y be two UMD Banach spaces and 1 < p < ∞. Let m be a 
function in C1(R\{0}, L(X, Y)) such that

RL(X,Y )({m(λ) : τ ∈ R\{0}}) = κ0 < ∞,

RL(X,Y )

({
λm′(τ ) : λ ∈R\{0}})= κ1 < ∞.

Then, the operator Tm defined in (A.10) is extended to a bounded linear operator from Lp(R, X)

into Lp(R, Y). Moreover, denoting this extension by Tm, we have

‖Tmf ‖Lp(R,Y ) � C (κ0 + κ1)‖f ‖Lp(R,X) for f ∈ Lp(R,X)

with some positive constant C depending on p.
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