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Abstract

We establish the a priori estimates and prove a blow-up criterion for the
three-dimensional free boundary incompressible ideal magnetohydrodynamics
equations. The fluid occupies a bounded region with a free boundary that is a
closed surface, without assumptions of simple connectedness or periodicity of
the region (thus, Fourier transforms cannot be applied), nor the graph assump-
tion for the free boundary. The fluid is under the influence of surface tension,
and flattening the boundaries using local coordinates is insufficient to resolve
this problem. This is because local coordinates fail to preserve curvature, as
the mean curvature of a flat boundary degenerates to zero. To address these
challenges and circumvent the intricate issue of spatial regularity in Lagrangian
coordinates, we utilize reference surfaces to represent the free boundary and
develop new energy functionals that both preserve the material derivative and
incorporate spatial-temporal scaling J, ~ V2 in Eulerian coordinates. This
method enables us to establish both low-order and high-order regularity estim-
ates without any loss of regularity. More importantly, we prove a blow-up
criterion and provide a complete classification of blow-ups, including the self-
intersection of the free boundary (which the graph assumption cannot handle),
the breakdown of the mean curvature, and the blow-up of the normal velocity
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(which Lagrangian coordinates fail to capture). To the best of our knowledge,
this is the first result addressing the a priori estimates and the blow-up criterion
for free boundary problems with surface tension in general regions.

Keywords: free boundary problem, incompressible magnetohydrodynamics,
blow-up, local regularity, surface tension

Mathematics Subject Classification numbers: 35Q35, 35R35, 35B44, 76B03,
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1. Introduction

We consider the three-dimensional free boundary incompressible ideal magnetohydrodynam-
ics (MHD) equations with surface tension in a bounded domain:

Dwv+Vp=H-VH, in £,
DH=H-Vv, in 9,
divv=0, divH=0, in 9, (1.1)
H-v=0, p=Ap, v,=Vp, onl,
v(0,-) =vy, H(0,-)=Hy, in Q,

where ¢ represents the time, v the velocity, D, := 0, + v - V the material derivative, H the mag-
netic field, and p the scalar total pressure. The moving domain €2, C R? is bounded with a
closed surface I', := 0€2,. v denotes the unit outer normal, Ar, the mean curvature, and Vp,
the normal velocity of I';, which is equal to the normal component of the velocity v, :=v- v.
We specify the initial data vy, Hy and €y, denoting 'y := 9. Additionally, the coefficient of
surface tension is assumed to be 1 for simplicity.

In this paper, we establish a priori estimates and present a complete classification of the
blow-up behaviour for system (1.1) in Sobolev spaces. To ensure the generality of our results,
we impose no additional assumptions on the fluid region or the free boundary.

1.1. Energy functionals preserving the material derivative in Eulerian coordinates

Our analysis relies crucially on the new energy functionals constructed below in the Eulerian
coordinates. For any integer [ > 1, we define

1 -
(1) : = 5 (DI VI gy + 1D H gy + IV (Dv-9) I,
1
+ 5 (95 curlvl g, + IVEF curl H g, ) (1.2)

and we define the lower-order energy as e(t) = e (t) + e2(t) + e3(¢), while the case [ > 4 cor-
responds to the higher-order energy. In (1.2), |- | represents the integer part of a given number,
V denotes the tangential derivative, and curl F = VF — (VF) T applies to a vector field F.
Additionally, we introduce the following energy functional:

I

R I+1—k_ 112 I+1—k 2
B0 = 3 (I, + 1P

2 2 v, ! 2
+ ”V”HL¥J + ”H”Ht#im,) +IV(DOy-v) ke, +1, 121, (1.3)

()
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where we take into account the spatial-temporal regularity. As before, the lower-order energy
4

3
A 4—k. |2 A—kyy)2 S (ks 2
E0=) (120 128 A, ) #3IV (PE0) s +1
and we observe that Ci(E;+ E; + E3) < E < Cy(E; + E; + E3) for some constants Cj,
C, > 0.

The principle of reducing derivatives. The scaling 3/2 in (1.3) is revealed in [37] that a
second-order time derivative can be roughly equated to a third-order spatial differentiation,
indicating the regularizing effect of the surface tension. From system (1.1), this scaling sug-
gests that we can reduce ‘1 /2-order’ spatial regularity by substituting D,y = —Vp + H - VH or
D,H = H - Vv. In this sense, we can also reduce ‘1/2-order’ spatial regularity when the oper-
ators D, and curl are combined (see lemma 2.5). These observations are crucial in deriving the
optimal expressions for diVng,curl D,Zv, the error terms, etc (see, e.g. lemmas 2.8 and 2.10)
which allow us to control the higher-order energy (see lemma 6.3).
This principle will be consistently used throughout the paper.

1.2. Representation of the free boundary and the a priori assumptions

Let (v,H,p,$);) be any solution to system (1.1) on [0,7p) for some Ty > 0. We choose a
smooth, compact reference surface I' to represent the free boundary. Here, I' = 02, where
2 is a smooth, compact domain satisfying the uniform interior and exterior ball condition with
radius R = R(Q2) > 0.

The free boundary is represented as:

Iy={x+h(x)vrx):xel}, te[0,7),
where the time T < T and the height function 2 : T" x [0, T) — R are characterized as follows:

M7z :=R— sup Hh(-,t)||Loo(p)>O. (1.4)
0<t<T

In other words, A(-, ) is well-defined in [0, T) as long as M7 > 0. The maximal representation
interval [0, T,) for the reference surface I is defined as 7, = sup{7 < T : (1.4) holds}. It should
be noted that one of the following three scenarios will occur as time approaches 7.

(1) The free boundary T, first self-intersects at time 7, (T, < Ty or T, = Ty), resulting in a
splash or splat singularity (see, e.g. [6]). Thatis, R(€);) > 0for0 <t < T,and R(Q27,) = 0.

(2) T, =Ty and T'; does not self-intersect on [0, 7p). In this scenario, we complete the repres-
entation of the free boundary throughout the existence of the solution.

(3) T, < Tp and T'; does not self-intersect on [0, 7). In this case, our reference surface is insuf-
ficient to represent the free boundary at time 7, necessitating a switch to a new reference
surface to continue the representation.

Having defined M7 to ensure the well-definedness of the height function, we introduce the
following quantity to ensure the extension of the solution

Nr:= OiuPT(Hh('J) 50y + VY] e ) + IVH (0 + Iallmry) (1.5)
<<
where § > 0 is a sufficiently small constant and 7' < Ty.
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We mention that the requirements for the height function and the normal velocity are nat-
ural, as we do not fix the boundary using Lagrangian coordinates. These two parts precisely
control the spatial and temporal regularity of the free boundary:

(1) [|All g3+ (ry controls the tangential derivative of the height function. It also ensures that the
second fundamental form Br, is uniformly bounded, i.e. ||Br, ||z r,) < C.

(2) Note that 9,4 = v,, and therefore ||v, ||, controls the time derivative of the height
function.

Moreover, ||v||;2(q,) and ||H||;2(q,) are not included, due to the energy conservation of sys-
tem (1.1).

1.3. Main results

We make the following assumptions on the initial data throughout the paper. Let vy, Hy €
HO(;R?) be the initial divergence-free velocity and magnetic fields, satisfying Hy - vr, = 0
on I'yg, where )y is the initial bounded domain, and the initial boundary I'y € H' is a non-
self-intersecting closed surface. As discussed in section 1.2, we can choose a suitable ref-
erence surface I' = 92 with R = R(2) > 0, and represent the free boundary. In particular,
Lo = {x+ho(x)vr(x) : x € T'}, where ||hg]| ) < R.

Our main results are stated as follows.

Theorem 1.1. Let (v, H, ;) be any solution to system (1.1) on [0,T) for some T > 0 with initial
data (vo,Ho,Q), and satisfies the following the a priori assumptions:

NT<OO, and Mt > 0. (1.6)

Then, we have the following results:

(1) Lower-order quantitative regularity estimates:

0T

3
) 3—k (12 2 a
sup (E(t)—k%ﬁ), p||H%k+l(Qt) + HBF,”HS(F,)) <C, .7

where C is a constant that depends only on T,Ng, Mz, ||vo|lmscy), |Hollms () and
A, [l (1) Specifically, the following holds:

4 3
d—k |2 d—k |2 3k (2 < .
Sup l; <|a, My + 19 HIIHgk(Q’)> + ; 10:7 I 01, | S 18)
where the constant C depends on the same quantities as in (1.7).
(2) Higher-order regularity estimates for [ > 4:
sup (1) < C, (1.9)

0T

where Cy is a constant that depends on 1, T, N7, Mr, and E/(0). In particular, we have
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I
[+1—k, 12 H’lka 2 [—k_ (12
S [; (100012 g+ 100 ) 109,

2 2 2
+ + |H + ||B <G, 1.10
||V|| LB(/;rl)J( ) || || L3<12+1>J( ) || F’”H”T(r,)} 1 ( )

where the constant C| depends on the same quantities as in (1.9).
(3) There exists a time Ty >0 depending only on the initial quantities M, HV()HH()(QO)7
| Hol| s (c20)> and || Ary || s (ry), such that the a priori assumptions (1.6) hold for T = T.

Notably, if we consider a smooth solution on [0,T), it will not develop singularities at time
T and remains smooth with respect to both time and space, as long as the a priori assump-

tions (1.6) hold.

Next, we present the classification of blow-up for system (1.1), which fully captures the
scenario of boundary self-intersection.

Theorem 1.2. For any solution (v,H,$Y;) to system (1.1) with initial data (vo,Ho, ), define
the maximal time interval of existence [0, T,), where T, is the maximal time such that

v,H e C°H® (Q,) and T, € C°H’.

If the maximal time T, < 0o, then one of the following scenarios must occur:

(1) The free boundary I, self-intersects for the first time at time T,.

(2) Either the mean curvature does not belong to the H' % -class, or the free boundary T, does
not belong to the H**¢-class at time T,, for some sufficiently small positive constants &
and .

(3) The normal velocity of the free boundary Vr, does not belong to the H*-class at time T,.

(4) The breakdown of lower-order quantities on ), i.e.

sup  ([VVllp () + IVHI (o)) = 0.

Si<Tx

Remark 1.3. We assume that the initial data vy, Hy € H® is due to the consideration of a general
bounded domain with a closed free surface. For a periodic flat initial region (e.g. T? x (0, 1)),
we expect that the similar results of theorems 1.1 and 1.2 hold for initial data in H %, as we can
define the fractional derivative using the Fourier transform in this case.

14. History and background

In recent decades, there has been significant interest in studying the free boundary incompress-
ible Euler equations, and substantial advancements have been made. Extensive research has
been conducted for the irrotational case, especially the water wave equations. We refer read-
ers to [12, 25, 28, 45] and the references therein. If the fluid flow exhibits vorticity, one may
refer to [4, 5, 8, 9, 13, 30, 34, 36, 37, 43, 46] for results on the a priori estimates, the local
well-posedness with or without surface tension, the zero surface tension limit, and more.

The investigation of free boundary problems for MHD equations has emerged relatively
recently compared to the study of the Euler equations, mainly because of the strong interactions
between the magnetic and velocity fields. We focus on the incompressible MHD equations.
Hao and Luo [18] obtained a priori estimates for free boundary problems of the incompressible
ideal MHD without surface tension under the Taylor-type sign condition. They considered the
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case where the initial domain is homeomorphic to a ball. They also showed the ill-posedness of
the problem if the Taylor-type sign condition is violated in the two-dimensional case [19]. Luo
and Zhang [32] derived a priori estimates for the lower regular initial data in the initial domain
of sufficiently small volume. In [15], a local existence result was provided, with a detailed
proof in an initial flat domain T? x (0, 1). The local well-posedness for the incompressible
ideal MHD equations with surface tension is established by Gu, Luo, and Zhang in [14], in the
same initial domain setting, namely, T2 x (0, 1). The nonlinear stability of the current-vortex
sheet in the incompressible MHD equations was solved by Sun et al [39] under the Syrovatskij
stability condition, assuming that the free boundaries are graphs in T? x (—1,1). Wang and Xin
[44] established the global well-posedness of a free interface problem for the incompressible
inviscid resistive MHD under similar assumptions regarding the graph. We also refer to some
related works [10, 17, 20, 29, 40—42] on the topics of the well-posedness, the current-vortex
sheets problem, the breakdown criterion, the viscous splash singularity, and the compressible
MHD.

It should be noted that the aforementioned well-posedness results for the incompressible
MHD equations are primarily derived by applying the Lagrangian coordinates, which trans-
form a moving domain into a fixed one. However, as indicated in [37, 38], the Lagrangian
map lacks maximal regularity because all the variables are defined on an evolving domain. In
fact, the moving surface can also be described using alternative methods, such as the study of
the Euler equations with surface tension [36], the fluid interface problem [31, 38], the surface
diffusion flow with elasticity [11], and the motion of charged liquid drop [26], among others.

Moreover, previous results on the incompressible MHD equations with surface tension pre-
dominantly apply to the flat periodic initial region T2 x (a,b) and rely on the graph assump-
tion for the free boundary. However, the periodic assumptions and the graph assumptions have
inherent limitations. In fact, it may be possible to reduce the problem of a general free bound-
ary to the case of a graph by selecting local coordinates. However, this reduction is technically
complicated and involves significant challenges. In the presence of surface tension, if we only
select a portion of the free boundary and flatten it near a point, there is a risk of losing cer-
tain geometric characteristics of the free boundary, such as the evolution of its curvature. For
the fluid in the flat domain T2 x (a,b), its initial mean curvature is evidently zero, as local
coordinates fail to preserve the curvature. These facts highlight the necessity of making addi-
tional assumptions on the initial velocity on the boundary. For instance, in [33], the assump-
tion vo € H>3(T? x (0,1)) N H*(T? x {1}) is made to obtain the a priori estimates; in [14],
vo € H3(T? x (0,1)) N H>(T? x {1}) is made to establish local existence. To the best of our
knowledge, the local well-posedness for system (1.1) with surface tension remains open when
Q; is a general bounded domain with a closed free surface.

In this paper, by constructing new energy functionals with spatial-temporal scaling 0, ~ \&:
in Eulerian coordinates, we establish the a priori estimates on the general domain without any
loss of regularity. We also eliminate the additional regularity requirement for the velocity on
the initial boundary [14, 33] and our results highlight the effectiveness of employing the height
function on the reference surface to analyse the evolution of curvature.

It is also natural and fundamentally important to consider the breakdown criterion of solu-
tions to system (1.1), for which we are unaware of any relevant rigorous studies, although a
few studies are available if we neglect the surface tension. Fu, along with both authors and
Zhang, established a Beale-Kato-Majda continuation criterion for solutions to the free bound-
ary incompressible ideal MHD equations without surface tension [10]. When the viscosity
is taken into account, the authors proved the existence of finite-time splash singularities [20],
while Hong et al also demonstrated the existence of such singularities [21]. Recently, Ifrim et al
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established a low-regularity blow-up criterion for the incompressible ideal MHD equations
without surface tension [23], inspired by the previous works [22, 24].

Based on the a priori estimates, we provide a complete classification of blow-up behaviour
for solutions to system (1.1). In contrast to the graph assumption, which cannot capture non-
graphical free boundaries, our method allows the analysis of free boundaries approaching self-
intersection. Moreover, our energy functionals are defined in Eulerian coordinates, and the
a priori assumptions—apart from the height function used to characterize the regularity of
the boundary—are independent of the choice of coordinates. Therefore, our method remains
unaffected by different coordinate choices as the free boundary approaches self-intersection.

1.5. Novelties and structure of the paper

The novelties of this study are as follows.

To the best of our knowledge, theorem 1.1 is the first result focusing on the regularity estim-
ates of system (1.1) in a general bounded domain with a closed free surface, i.e. without impos-
ing any periodicity or simple connectedness assumptions on the fluid region, or any graph
assumptions on the free boundary.

a) Our a priori estimates are derived from an energy inequality of the following form, based
on the a priori assumptions, without requiring smallness in time. That is,

E <nym, C(initial data) E,  E; Sapoty induction CE1, 1> 4.

This is crucial for establishing a breakdown criterion [10, 22-24, 26, 34, 43]. If additional
smallness in time were required, we could not establish a blow-up criterion, let alone a com-
plete classification of blow-up behaviour. The common a priori estimates yield a polyno-
mial of the energy, multiplied by time, such as supy,  E(r) < C(E(0)) + T2 P(supyy 7 E(1)).
However, this inequality necessitates a sufficiently small time 7 to complete the energy
estimates, making the breakdown criterion unattainable.

b) Our lower-order regularity results (1.7) extend the a priori estimates with an initial flat
domain T? x (0, 1) from [33] to a general domain without any loss of regularity. Moreover,
we eliminate the additional regularity requirement for the velocity on the initial bound-
ary (which was assumed in [33] as vy € H>-3(T? x (0,1)) N H*(T? x {1})) since our final
estimate does not depend on this initial quantity. We also establish higher-order energy
estimates without any loss of regularity.

c) We establish a distinct energy functional that preserves the material derivative D, with a dif-
ferent spatial-temporal scaling (0; ~ V%) in Eulerian coordinates, in contrast to the energy
functional defined in the flat periodic domain using Lagrangian coordinates [14, 32, 33].
This strategy avoids destroying the structure of system (1.1) when separating 0; from D,
and the energy estimates are driven by the second fundamental form and pressure. We also
eliminate the additional regularity requirement for the velocity on the initial boundary as
in [14], i.e. the assumption vy € H*3(T? x (0,1)) N H>(T? x {1}).

Theorem 1.2 provides the first comprehensive classification of blow-ups for solutions
of (1.1).

a) In our classification, the first three types of singularities arise from the free boundary and
are mutually distinct. These singularities can be effectively characterized using the height
function: (1), (2), and (3) in theorem 1.2 correspond to the inability to choose a refer-
ence surface to define the height function, the blow-up of the tangential derivative of the

7



Nonlinearity 38 (2025) 075009 C Hao and S Yang

height function, and the blow-up of the time derivative of the height function, respectively.
Therefore, each of these three types of singularities is indispensable.

b) The case where only the singularity in theorem 1.2 (1) arises, while the others in (2)—(4)
do not occur, does exist. The singularity of boundary self-intersection, where the solution
and free boundary remain smooth, exists in the presence of viscosity [20, 21]. For the free
boundary incompressible ideal MHD equations with surface tension, it is conjectured in
[6] that this singularity also exists.

c) If we consider the fixed boundary problem, our blow-up classification reduces to (4)
in theorem 1.2, analogous to the remarkable Beale-Kato-Majda criterion for the Euler
equations [1].

Our results hold without assuming that the free boundary is a graph. Analysing the evolution
of a small region by selecting a portion of the closed surface and applying local coordinate
flattening is insufficient to solve the problem. Moreover, the strategy for selecting the reference
surface provides the following advantages compared to the graph assumption.

a) When the free boundary is represented by a graph function over the initial boundary T? ~
T? x {1}, it corresponds to a specific height function. Choosing T? x {1} as the reference
surface with (0,0, 1) as the unit outer normal, the height function coincides with the graph
function.

b) The height function enables direct computation of curvature evolution via tangential deriv-
atives, whereas flattening the surface with local coordinates fails to preserve the intrinsic
geometric properties of the moving surface.

¢) We can continually select appropriate reference surfaces to represent the free boundary,
particularly facilitating the characterization of the process by which the boundary devel-
ops self-intersection. However, the graph function fails when the moving surface boundary
undergoes turning (see, e.g. the breakdown criterion for the free boundary Euler equations
with surface tension in [34] and without surface tension in [43]).

We use reference surfaces to represent the free boundary, which offers advantages over
fixing the boundary in Lagrangian coordinates for the following reasons.

a) Itis more convenient to control the mean curvature and boundary regularity using the height
function, as the regularity improvement of the free boundary is geometric [37], directly
connected to the regularity of the mean curvature (see lemma A.2), and not entirely evident
in the Lagrangian coordinates.

b) We avoid addressing the issue of spatial regularity of the flow map in Lagrangian
coordinates.

¢) A more precise estimation of the pressure can be obtained by analysing the normal velocity
of the free boundary. In contrast, in Lagrangian coordinates, the normal velocity of the free
boundary is implicit because the boundary is fixed.

The rest of this paper is organized as follows. In section 2, we calculate the commutators,
the error terms, and additional terms to establish the energy estimates. In section 3, we compute
the time derivative of the energy functional. In section 4, we will show that ||p||;3(q,) can be
uniformly bounded within the time interval of existence. In section 5, we estimate the error
terms that appeared in section 3. In section 6, we close the energy estimates and prove our
main theorems. Finally, in section 7, we discuss the connection between the self-intersection
and the curvature blow-up on the free boundary established in theorem 1.2.

8
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2. Formulas for the energy estimates

Throughout the paper, we will use the Einstein summation convention and the notation S T
from [16] to denote a tensor formed by contracting certain indices of tensors S and 7" with con-
stant coefficients. In particular, for k,/ € N={1,2,3,---} (we denote Ny = {0,1,2,3,---}),
V¥« V!g represents a contraction of certain indices of tensors V' fand V/g for 0 < i < k and
0 <j < [ with constant coefficients. Note that f and g can be vector fields, and we include the
lower-order derivatives along with the function (or vector field) itself. However, we exclude the
case of a single term V'f. Letu : I' — R and F : T — R? be a sufficiently regular function and
vector field, respectively. Since the reference hypersurface I' (embedded in R®) has a natural
metric g induced by the Euclidean metric, (T',g) is a Riemannian manifold with connection
V. For a function u € C>(I") and a vector field F, Vyu = Fu.

We denote the normal part of F by F,, := F - vr, and the tangential part by F, := F — F,vr,
where ‘-’ denotes the inner product. If I' is smooth, we can extend both u and F to R3 and
define the tangential differential by Vu := (Vu),, the tangential gradient of F by VF :=
VF— (VFv)®v, ie. (VF); = 0;F' — 8;F'v'v;, and the tangential divergence by div, F :=
Tr(VF). The tangential gradient and covariant gradient are equivalent: for any vector field
F:T —R3.F-v=0, we have V 7= Vu-F. Additionally, the second fundamental form B
and the mean curvature A can be written as B = Vv and A = div,, v. The Beltrami-Laplacian
is defined by Agu := div,(Vu), and it holds

Agu=Au— (Vuv-v) — Ad,u, .1

where 0, denotes the outer normal derivative. We also recall the divergence theorem
fr div, FdS = fr Ar(F - vr)dS, and the differentiation formula (see, e.g. [37])

d
— / fdS= | D+ fdiv,vdS. 2.2)
dr Jp, r,

We will fix our reference surface I', a boundary of a smooth, compact set €2 satisfying the
uniform interior and exterior ball condition with radius R > 0. We denote its tubular neigh-
bourhood U(R,T') = {x € R3 : dist(x,T") < R}. We say that I'; = 9, (or €2,) is H*(T")-regular,
if I' = {x+ h(x,t)vr(x) : x € T'}, where h(-,¢) : I' — R is H*(I")-regular and ||A(-, )|z ) <
R. T is called uniformly H*(I")-regular if ||A|| sy < C and ||A]| 1y < ¢R for constants C
and ¢ < 1 (see [26] for similar definitions). We can express the unit outer normal and the second
fundamental form by the height function (see [35])

vr, =a (h(Wt)vvh('a[))a Br,=a; (h('J)avh('vt)) vzh(Wt)v (2.3)

where ay,a, € C*°. We extend v to 2 via harmonic extension and denote it as . We sometimes
still denote the extended one by v. From (1.6) and (2.3), ||7| ys/2+5 (q,) < C for 4 >0 small.

From the definition curl F = VF — (VF) T, a straightforward calculation yields:

Lemma 2.1. Let [,k € N, F, and G be smooth vector fields and f be a smooth function. Then,
we have:

(1) curl(F-VG) =VGVF—-VF'VG" +(F-V)curlG and [D;,curl]F=VvIVFT —
VFVv.
() [DIF!, V¥ = D,[D!, V¥f + D, V| Dif and D!, V*+']f = [D!, VIV + VD!, VAIf.

To derive a general formula for the commutators, we apply the following results. It is easy to
verify that Da(v) = b(v)Vv, D,V Dfv = VD v+ Vv« VDky, D,VDly = VD[ v+ Vv«
VD for k € N, where a(v) and b(v) denote the finite * product of v.

9



Nonlinearity 38 (2025) 075009 C Hao and S Yang

Lemma 2.2. Letl,k € N,I > 2 and k > 3. Then, we have:

(1) [D, V2f = Vv V2 + V204 Vf.

2) [P, VHf = 32 0 <t VI THvx VIF2S,
[
[

3) (DL VI =Y scperir X pctirm VD vxo % VD" v« VD,
“) Dfavzlf:Zz<m<z+1Z\algl,\ﬁl@ﬂ—mVHQIDF]V*'"*VHQ’”"D?'"_IV*VI
+a,Df.

Roughly speaking, the leading term is V¥D!™" in the commutator [D!, V.

Proof. A direct calculation yields the first claim and the second claim can be found in [26,
lemma 4.1]. We prove the third one by induction, and it is easy to verify the case of /= 2. For
the case of [/ > 3, from lemma 2.1 and the above formulas, it follows that

[D,V]f=D, D", V]f+ Vv« VD/"'f

=D | > > VD vk VD vx VDF | 4 Vvr VDITF

2<m<1|BI<I—m
= Y Y UDPvsx VD vx VD,
2<m<IH1 | BI<I+1—m
The last claim follows again by induction and we omit the proof. O
Let ag(v) and a, g(v,B) denote the finite x product of the tensors. We provide a more
precise formulation of the quantities than those in [26, lemma 4.2].

Lemma 2.3. Let | > 1 and we have the following results:

(1) [D},V]f = dor<meitl Zm|<l+1fmﬁpzﬂ]"*'"*vptﬁmqv*?aﬂmf

() Dlv = Zl<m<[ngl_mag(u)?’l),ﬁ‘v*-~~*?D;8mv.

(3) D'B= D 1<m<t 22|l <l—my|a|<] o 3(1,B)V Dy G an Dy,

@) D, V3f = D 2<m<i1 2|8l —m|a| <1 “%B(V:B)VHQ'D?]V* ok Ve Dty
vitenpliy.

Proof. To prove the first claim, we recall [D;, V]f = —(Vv) " Vfin lemma A.1. For the case
of [ > 2, we have by induction that

[DL,V]f=D, (D", V]f+ D, V] D 'f

=D | Y > VD vk x VD vx VD | + Vv VDI

2<m<I|BI<I—m

= Z Z VD vk % VD5 VD

2<m<IH1 |B|<I+1—m

Similarly, we can obtain the last claim. For the second claim, we recall D,v = Vv * v, and for
[ > 2, it holds by induction. As for the third claim, we have for / > 1 that

10
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DB = [D;,V]v+ VD

:? Z Z aB(V)vDFIV*"'*?D[@”V

1<m<|8|<l—m

+ Y > VD vk x VD vk VD = Ly + I
2<m<IH1 | B|<IH1—m

Itis clear that Iy = 3= </ 22 g1 <tmm ol <1 o 5(1,B)V T Dy G DPry For I,
it follows that

L= Z Z VD vk« VD

2<m<IH1 |B|<I+1—m

« Z 2 : ?I—FMD[)\IV*”'*?I-%%D?"V
1S B [ A< Bu—n,|7[<1
- 3 > > asan WB)VD vxx VD
2<m<1+17|5‘<l+17m 1<n< B IA‘<ﬂ7)17n7|’Y|<1
*?H"”D,A‘v* - *?“”"D,’\”v,

which is also contained in 37, <) 3 0 <1, 5 <tm Qe (1, B) VI F D v VlFan Dy,
O

We denote the divergence of a matrix A = (A;) as (divA); := >, 0;A; and recall curl F =
VF — (VF) . For later use, we recall [26, lemma 3.3]:

Lemma2.4. Let () be a bounded domain with C** boundary. For any smooth vector field F, we
have ||F|\i2(r) < C(HFT||%2(F) + HF||%2(Q) + | diVF||i2(Q) + ||curlF\\iz(Q)), where T = n, 0.

To estimate energy, we begin with the following basic results. By the divergence-free con-
dition, it is clear that div D,y = §;/9»" and we have
—Ap =0,V — 0, HOH . (2.4
A direct calculation produces the following identities.

Lemma 2.5. For the velocity and magnetic fields, we have

(1) curl D = (VH) " curl H+ curl HVH + (H - V) (curl H), [D;, curl]y = —(Vv) " curlv —
curlvVv.

() curl D,H = VvWH — (VH) " (Vv) T + (H-V)(curlv), [D;,curl]H = (Vv) T (VH) T —
VHVv.

Next, we introduce some errors associated with the magnetic field. Denote RS, , :=
O,ROVH vy = VH*VH, and for k > 1, we define

RkVH,H = E E aa,g(VV)V1+°‘1DFIV*~~~*VH"’"*ZD,B”‘_ZV*Va’”*'H*H,
3<m<k42 a|< 1, Bl<k+2—m
RkVH,VH:: E E v1+a1D,ﬁlV*~~~*VlJra”’*z'DrB"’_zv*VO‘"’*‘H*VO"WH7

ISm<h+2 |a| 2,01, | B[ <h+2—m

1
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where a,, g(Vv) denotes the finite + product. In the case of 5; =0, V'Df ’ can be absorbed into
aa,5(Vv). A direct calculation shows D,(VH* VH) = V?vxH*VH+ VvxVH*VH and
D,(VH*H) = V?*vxHxH+ Vv VHxH, and the following are the results for higher-order
material derivatives.

Lemma 2.6. Let k € N. We have Df(VH « VH) = Ry, oy and Df (VHx H) = Ry, 1.

Proof. It is sufficient to consider the case of k > 2. We claim that given any k > 2, one has

DY (VH*VH) = Y ST VD vk x VD vk VD HA VD H,
2<m<k+2 | 3| <k+2—m

DE(VHxH)= > S VD vk« VD" vx VD" Hx DI H.
2<m<k+2 | B <k+2—m

In fact, from lemma 2.2, we see that

Df(VHxVH) =VD{H*VH+ [D},\V|H«VH+ > [D]",V|Hx[D*,V]H
[v]=k,y1,7221
+VD}'"Hx[D}*,V|H+ VD] HxVD)H
= > > UDMvxe x VD vk VD HX VD H,
2<m<k+2 | B <k+2—m
D} (VHxH) =VD{HxH+ [Df,V|HxH+ D/HxVH
+ Y. [D]",VIHxD]*H+VD;"H*D*H
[v|=kvi>1

= > ST VD vk x VD vk VD HA D HL
2<m<h+2 | B|<k+2—m

By substituting D,H = H - Vv and by induction, it is readily verified that

DiH= Y > VD'vx-xVD"vxH, (2.5)

1<m<j | B|<j—m

VDH= Y > VD vk VI DIy VO H,(2.6)

1<m< || <i,| B|<—m
where i,j € N. These conclude the proof of the lemma. O

The above lemma shows that D¥(H - VH) = R, ,,. Due to the divergence-free condition,
it can be shown that taking the divergence does not increase the order of derivatives.

Lemma 2.7. We have the following results:

(1) divD,(H-VH) = Vv« VH*H+ Vv* VHxVH+ V2H* Vv *H.
(2) Foranyintegerk > 2, it holds divD*(H - VH) = 9,0,Df "V H' O, + V3D v % Vv Hx
H+L.O.T., where L.O.T. stands for lower-order terms.

Proof. By lemma A.1, a direct calculation gives the first result. For k > 2, the divergence-free
condition implies that ;D] 9; ' = [0;,D]0; H/, and therefore

12
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divD; (H-VH) = 0; (D{o;HH') + 0; (O, HDH) + 0, | > D' O,HDIH'
[v|=k,vi <k
= O DfH'O; H + [0;, D} 0; HH' + [D},V| HxVH+ V' D]'H+ VD}*H
+[D)",\VIHxVDPH+ Y [0, D]'|0;HDH'.

[v|=k,vi <k

In the above, it suffices to consider the most challenging term 9;D*H'0; H/. Note that 9;DFH' =
OOD; WVH + 30 k1 GODVDPH Y §[D], 8D H!, and we find
that

divDk (H- VH) = 88D VH &, H + [V,Dﬂ VHxH+ [Dﬁ‘,v} HxVH

+ > (V.D]"|VH*D]*H+VD]'HxVD}*H+[D]',V|H*VD*H)

[v|=k,vi <k
+ > VDI DPHxVH+ Y VD, V]v«D*HxVH
|y|=k—1,y1 <k—1 [v|=k—=1

=: 5,00 "VH 8, H +R.

Here, the highest-order term in R is VD 'H « Vv x H, resulting from [V, D¥|VH % H. To
complete the proof, we replace the material derivative with the spatial derivative, resulting in
V3Df“2v * Vv* Hx* H, along with lower-order terms as shown in (2.6). O

To derive the energy estimates by applying the div-curl estimates, it is inevitable to compute
divD!v,divD'H, curl D!v, and curl D!H. The following lemma is crucial for computing curl D!y
(see lemma 2.10).

Lemma 2.8. It holds D,((H-V)(curlH)) = V2 curlvx Hx H+ V?H* Vvx H + Vv« VH *
H, and

Df (H-V)curlH) = V" curl Hx Hx - x H+ > VAF %% VO Fy,
ktimes |a|,m<k+2, 0 <k+1,Fj=v,H
+ S VD vk sk VDI A VT Fk s 5 T,

lor| 4| BI<k+2, 00+ Bi<h+ 1,
m<k+ 1, B <k— 1, Fy=v,H

ifk > 2 is even. For odd k > 3, we replace V**' curl Hx H - --x Hby V¥t curlv x H - - - x H,
N—— ——

ktimes ktimes

Proof. First, we apply lemma 2.5 to obtain D,[(H - V)(curl H)] = V?curlvx Hx H+ V>H %
Vv H+ V2vx VHx H. In the case of k=2, one has
D?((H- V) (curlH)) = 9;D? curl HH' + [Df,@i] curl HH' + V*H « D?H
+DV?HxVvxH=1+L+1+1,.
We denote I} = (Veurl D,(H-Vv))x H+ V([D?,V]|H)xH=:I}; +1Ij. By lemma 2.5, it

holds curl(H-VDyw) = VDyvx VH+ V2 curl Hx Hx H+ V?Hx VH*H, and using lemma
A.1, it follows that
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It =V (curl (D,H-Vv))xH+V (curl (H-D,;Vv)) xH

=V curlHx HxH+V*Dywx VH+ VDyxV H + Z VF) %% VO Fy.
|a|,m<4,a;<3,Fj=v,H

Applying lemma 2.2, we have I}, = V>Dy« VHxH+ VDV Hx H+ V>H* Vv Vv *
H+ Vv« VHxVvxH+V?HxVv+xH+ Vv« VH*H,and I, = VD V2 Hx H + V3v *
vk HxH+V?H* Vv« Vv« H+ Vv« VHxVvxH+ V2H*Vv*H.

To control the last two terms, (2.5) implies that I3 = VD V?H H+ V?Hx Vv x Vv *
H+V?H~*Vv*H, and lemma 2.2 together with (1.1) yields Iy = V3v* Vvx Hx H + V?H %
Vvx VvxH+ V2% VH* Vv« H. We arrive at the following

D ((H-V)curlH) = V3 curl Hx H* H + Z VYUF %« xVF,
|a|,m<4,0;<3,Fj=v,H
+ > VDY« VO Fy %+ x VO F, =1 ) +J5 + J5.

|| +[B8]<4,0i+6i<3
Bi<1,m<3,Fj=v,H

As for k=3, to calculate D,J;, we only focus on the most difficult term. Actually, it holds
D,V3curlH=V*curlvx H+ 2ol <s.arca VO H* Vv, from lemmas 2.2 and 2.5. With the
help of lemma 2.2, D,J, and D,J; can be treated in the same fashion. Therefore, we obtain

D} ((H-V)curlH) = V*curlvx H+ H+H + Z VF k% VO Fy,
||, m<5,0;<4,Fj=v,H

+ Z VD“D,B'V*VO‘ZD,BZV*V‘”’&*-n*VO‘"’Fm.
[al+]B81<5,8i <20+ B <4,m<4,Fj=v,H

The other cases can be shown in the same way. O
From now on, we denote RY,,, , := (H-V)curlH, and Ry, ,, := Dy ((H - V)curl H) for

k > 1. We proceed to introduce another two types of error terms. The first one is written in the
form

RY=Vv«Vy, R = Z Z VDF‘v*u~*VD?”"‘V*VD,B'”V, 2.7
2<m<I+1 | B|<IH+2—m

for any / > 1. The second error term is denoted by
RY = VvxDyw+ Vvx Vv,

Rl = 3 A5 (VV) VD vs - 5 VD" yse VI DRy, 2.8)
2<m<I+1,|8|< 1 e <1

where [ > 1 and a, g(Vv) denotes the finite x product as before.
Lemma 2.9. For [ € Ny, we have [D/T' V]p = i< VD VH*H+ Rj;+ Ry

Proof. We prove this claim by induction. The case of /=0 follows directly. As for / > 1, by
lemmas 2.1 and 2.2,

[DH V] p =D, ([D!,V]p) + [D:, V] Dlp = D, ([P, V] p) — (Vv) VDp,

14
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where —VDlp = [D!,V|p+D(Dw—H-VH) = [D.,V]p+D:'v—DI(H-VH). A direct
computation shows that DR ' =R, and D.RY, ,11 1 =RSy - These, combined with
D, VIp =i/ VDivx VH*H + R+ RS, }1, y (also obtained by induction), yield that

[Df“,v} p=D, ( 3 VD;'V*VH*H> + R+ Royy =S VDlvx VHxH+ Ry + R,

i<l-1 i<l

where in the last step, the lower-order terms have been absorbed into the terms R/, and RS, ;.

Lemma 2.10. Let [ € N. We have

D,V curlv = (H-V) V' curl H+ Vv« V! curlv + Vv« curl v
+ Z V' H VP curl H + Z Vit « vt curly,
|8]=l la|<i—1,as<i—2
D,V'curlH= (H-V)V' (curlv) + Vv V' curl H
+ Z AVARNCIT Vi) s Z Vitary Vit curl H.

18l=1 la|<I-1,00<1-2

—1

V2H B and

Moreover, we can also write divDly= Rfl ,curl Dly = Rfl + Rlv?i,vy +R
divD/™'y = divdiv(v ® Dlv) + divR; .

Proof. The first two claims are immediate consequences of lemmas 2.2 and 2.5. Regarding
curl D!y and divD!v for I > 2. Noting that (D!Vu) " = D![(Vu) ] and applying lemmas 2.2
and 2.8, together with lemma 2.5, we obtain

curl Dy = [V, D~'] (D) — ([V, D] (D)) + D'~ curl Dyy
= > 3 UDPvsx VD vk VD DITH (VH X VH)

2<m<l | BI<I—m

+ Dy ((H-V) (curlH)) = R + Ry o + RS,

V2H,H
Similarly, one has divD!v = Rﬁfl thanks to divv =0. For the last statement, we apply
[D,,div]F = —div(VvF) and divdiv(v ® Dlv) = div(VDlw),l > 1 (both can be easily com-
puted). Then, we have
divD?v = D,div (V) + div (VvDw) = div D, (Vw) — div (VyVw) 4+ divRY),
and therefore,

divD?v = div (VD,w) + div ([D;, V]w) — div (VvVw) + divRY
= divdiv (v ® D) +divR),.

For [>2, we argue by induction, ie. divD!"'v=D,divDY — [D,,div]D =
D,div(VD!™'w) + D,divRl, * +div(VvD!v). The proof is complete since D,divR} > =
divRy ', div(VvD!v) = divR); " (direct calculations), and

15
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Dy div (VDf*‘w) = divD, (VDﬁ*lw) + Dy, div] (VDFW)
= div (Vv * VDi_ % v) + div (Vvav + Dvx VDﬁ_ SUNEPTI vV VD,I_ : v)

— divdiv (v ® D5v> S divR:

Lemma 2.11. Let [ > 1. We have

—ADyp = divdiv(v® Dw) +div (R} + Vv« Hx VH+H -V (H-Vv))
= —divdiv(v® Vp) + divR), + V2v« VH*x H+ V*Hx Vv H
+V*H*VHxv+ Vv« VH*VH

—AD['p = divdiv (v@ DjT'v) —divRe, , +div [ Y VDvx VH*H+ Rl + Ry 4

V2H H
i<l

Proof. From the divergence-free condition, lemmas 2.10 and 2.9, the first claim follows. The
second claim follows by applying lemma 2.9 that

—AD'p = —divD/T'Vp +div [D/T, V] p

= divD}™?v — divD™! (H- VH) + divR}, + div | > VD VH*H+ Ry
i<l

O
From p = A and the identities (e.g. [37, section 3.1])
DA=—Apv, —|B|*v, +VA-v, Apv=—|B’v+ VA, (2.9)
it holds on the free-boundary I'; that
Dip=—Apv-v—2B:Vv=—Agv,— |B/*v, +Vp-v. (2.10)

Finally, we introduce the error term R]l] as described in [26]. We define

R; = —|B*Dw-v+Vp -Dyv+a; (v,Vv)* Vv +a; (v, Vv) % B,

Ry = — |B’D}v-v+Vp - Djv+az (v, Vv) * VD + a4 (v, Vv) x VD Vv
+as (v, Vv) x VDw* B+ ag (v, Vv) x V*v + a7 (v, Vv) x B,

R; = —|B*D}v-v+Vp-D}v+ag (v,Vv)x VDX + ag (v, Vv) * VDZv x Vv
+aio(v,Vv)x VD?V*B +a1 (v, Vv) % V2D VD +ap, (v, Vv) % V>D,v*B
+ai3(v,Vv)* VDyx VD * Vv +ay (v, Vv)*VDyxVDyxB+L.0O.T.,

R;: —|B]*Dlv-v+Vp-Dlv+ Z Ao,B (Z/,B)VHO“DF'V*-~-*V1+°"+‘Dtﬁ’+'v,

lal<L|BI<I-1
where [ > 4, a;(v, Vv) and a, g (v, B) denote the finite x product.

Lemma 2.12. On the free-boundary T, we have DI'p = —Ag(Dhv - v) —|—Réf0r leN

16
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Proof. For /=1, we differentiate (2.10) to obtain D?p = —D,Agv-v — Apv-Dw —2D,B :
Vv —2B: D,Vv. Recalling the formulas for [D,, Ag],D;v and D,B in lemma A.1, it holds
DXp= — AgDy-v—2B:VDy+a(v,Vv)* Vv +a(v,Vv) «B.

For [=2, we differentiate D?p and calculate [D;, Ag]D;y = V*Dw*Vv—VDy-
Apv+ Br *VvxVDw, DB = a; (v, Vv) * B+ ay (v, Vv) x V2v, D,V Dy = VD> + Vv«
VD, Da(v,Vv) = b(v,Vv)«VDy,D;V?v = V?vxVv+V?*Dy  to obtain Dp=
—ApD*v-v —2B: VD> +a3(v,Vv) * VD + a4 (v, Vv) x VDwx Vv + as (v, Vv) x
VD *B+ ag(v,Vv)*« Vv +a;(v,Vv) x B. We can obtain the case of /=3 in the same
way and the remaining proof is similar to [26, lemma 4.7]. 0

3. Time derivatives of the energy functionals

In this section, we compute the time derivative of the energy functional ¢;(¢) by applying
Reynolds transport theorem and (2.2). The main result in this section is the following propos-
ition.
Proposition 3.1. Assume that the a priori assumptions (1.6) hold for some T > 0. Then, we
have

d_
220 <Y (IR 2,y + IRy + 1RG0y + IR or,)
=1

+C (14192l ) E (1),

where the constant C depends on T, N7, and M.
Moreover, we further assume that supy, 7 Ej— (t) < Cforl > 4. Then, it holds

2

d
—er(t) < C(EL(0)+ IR 20y + IR 0y + IRl + 1RSIy )

for | > 4, where the constant C depends on T, N7, Mz, and SUPo<; <7 Ei—1(1).

Denote 74(1) = L[ DI VIR o Ja(1) = AIDI 2 ) 13(0) = LIV (Dl 0) |2 14(0)
3141 3141
= IV curtv|2, g, and B(r) = 5| VEF curl H|J2, o
port theorem and (2.2) several times and we start with I’l(
theorem,

) We will apply Reynolds trans-
). From (1.1) and the divergence

ShO =~ | DFVpe Dt | DI (H-VH)- DI s
Q Q

— | vD*p. D ydx— [Df+1,v]p.pﬁ+1vdx+/ pit! (M@H,»)Dﬁ*‘v"dx
Q, Q, 1

_ _/ div( i“pr“v)dx+ D pdiv D vdx
Q, Q

7/9, [D£+1,V]p.D£+lvdx+/QlD£+l (H/B,-H,») D idx
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< | Ho (Di*‘Hi) Dtide— [ DI (Df“v : 1/) S+ D2 o)

Q I

=:J4 (1) =K (1)

+ [ D pdivDvact || [P, V] bl
Q

=1, (1) =il (1)

1 . I+1 .
+> / DI [Di“*",a,] HDVde+ ) / D oD *H, DIV dx,
k=0 k=1

=:15(1) =:I,(1)
where we have used the fact that

D (HojH) DI = i, (D[ 1) DY

! I+1
+> DI DR 9 HiDTY + Y DI oD T H DY
k=0 k=1

Similarly, for the magnetic field, it follows that

1

d . ) . ,

Shi= / B, (DY) D v+ Y [ DEH D4, v DI Hidx
Q =0’

=:J5(1) =1, (1)

+1
kryj I+1—k iyl+1
+> A DFH DI+ 4Dl Hydx.
k=1 4

::Il22 (1)

Recalling the divergence-free condition and H-v =0 on I, it is clear that J| (¢) + J5(f) = 0,
. 4
and we obtain g (71 (1) +15(1)) < K§ (1) + 327 1y, (1) + Iy (1) + By (1) + | D I o -
To control the third term, we apply lemma A.1 to deduce

d

$Ié(t):/—(?V)T?(Dﬁv-y)-?(va-u)dS—i—%/ ¥ (Dlv- ) [2divy vdS
T ry

+/ v(pgﬂv.u).v(p;v.y)dH/ S (Dlv- D) - ¥ (Dlv- 1) dS

t

< _/ (D1 0) - Ay (Dlv- 1) dS+ |V (Dlv- D) 1,

=K (1) =50

+C(IVVllz=ry + 1) IV (Dv-v) Ia(r,)-

Finally, to compute the last two terms involving the curl, we denote p;:=|(3[+
1)/2|. We then utilize the divergence-free condition and the fact that H-v» =0 on T,

18
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to obtain [, 37, —,(H-V)(V*curlH: V*curlv + Vcurlv : V¥ curl H)dx = 0. Therefore,
from lemma 2.10, it follows that

%IQ (1) —/Q Z (H-V)V%curlH : V< curlvdx

" al=I

(HVVHLO"(QI) + 1) ||V“/+1V||22(Q,) + ||VHHioo(Q,) | CurlH”%{W(Q,)
+ || CurlHllioc(Q, IV H () + VY117 0 VY 02
/ Z (H-V)V®curlv: V curl Hdx
Q

"al=t

(Il ey + 1) IV curl H s gy + IV B ) IV E e
IV ) |9V e

Proof of proposition 3.1. By (1.6), one has ||Vv||;=r,) < C||VV| 1= (q,) < C. This, com-
bined with the above calculations and applying lemma 2 12, ||VH|| =0,y < C by (1.6)

together with the definition of E(#), we obtain Kf () + K4 () = — [1. R,(D;"'v-v)dS, and

3
Sen +cz</ (P11 0) 50 04 )10

RI(D1+IV u)ds+21’1, N+ 1 (1) +I’2.()+I’22(z)>7 1> 4.

We divide the remaining proof into six steps.
Step 1. We control I, (1) and I}, (f). We omit the case of /=1, and assume F =v,G = H or
F = H,G = v respectively. In the case of / =2, from the fact that

3.1)

HVDrHHiZ(Q <|[IV(H-Vv) ||12‘2 y <G
C(141V%ly). G2

VDI, < IV (H-VH) |7, + V2Pl q,) <

it follows that

3

> / DHOD}*F, DGl dx

<C(E H-Vyl|? D?F||? D?H||? VD,F|?

< 2 (1) + | V|72 1P Fllz ) + I PrHll i o) I VD | 12,

HID I ) IVl 0)) < € (14 1V%p 200 ) E()-

As for [ =3, again by (3.1) and (3.2), we obtain
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4

> / DHOD}F, D} Gldx
k=1 Sk

< C(Es (1)) + |1 H - VVIls () I D Fllzp 2, + ID7HIZ0) 1D Flls g,

() (%)

+HD? (H- V) |7 () IVDF]

<C(1+ 192l ) E ().

By 1D I ) I VI )

where we have used

ID2HI: ) < € (IDH* D¥liE o) + IH* DV 0 ) < C (14 9%l )
1D} H[ () < IDFH* VY[ () + IDH * DV V|| () + [1H* DI VY[ )
< C (I H w0y + 1P VIV ) + VD
| [D2, V] vl + I VDVl ) < CE(), (3.3)
by utilizing (1.6), lemmas A.1 and 2.2. Additionally, one order material derivative has been

substituted with the spatial derivative of the velocity field. As [/ > 4, we use the hypotheses
E;_1(t) < C to obtain

I+1
> / DH O DIk F, DI Gldx
k=1 S

!
<C (Z ||ID5H||12-11(Q,)|‘D5+17kFH%[3/2(Q,) + ||DzHiaiDleHi2(Q,) +E (f)>
k=2

< CE((1) Er-1 (1) + CEL (1) + CIDH s ) | VDI 2oy < CEL1).

Step 2. We control I ; () and I, (¢). As before, we assume F =v,G=H or F = H,G =v. We
only consider the case of [ > 3. In fact, from [D), V] in lemma 2.2, (3.1)=(3.3), it holds

3
> / DFH D)%, 8] Fi D} Gldx
fe=0 7 S

<C(Bs (0 + IDPH OV OF
+ |D?Hx (Vv* VF + VDyx VF 4 Vvx VD,F + Vv* Vv« VF) ”%2(91)
+ |DH % (VD}v* VF + VDwx VDF + Vv+ VD;F
+VDw* Vv« VF+VvxVvxVD,F+L.O.T.) ||iz(9r)
+ [|[Hx (VD] v+ VF + VDjvx VD,F + VD VD, F

+Vvx VDIF+L.O.T.)| iz(ﬂl)) < c<1 + ||V2p||iz<m,>) E®).

For [ > 4, from lemma 2.2 and the assumption E;_; () < C, we deduce
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!
> / DIH (DI 9, F, DI Gldx
k=07
< C(Ei() + I DIHO O F o,
-1
I [27:C ST VDMvx VDY
k=0 2<mKIH2—k | B|<IH2—k—m
SIDF| )
< CE_; (I)El (t) + CE; (t) < CE; (l‘)
Step 3. To estimate fFrR;,(D,le'V)dS, we apply lemma 2.10 and the normal trace

theorem (e.g. [2, theorem 3.1]) to obtain ||Df+1v~z/||H_1/z(Fr)éC(||Df+lv|
(| div DI || - (,))- Therefore, it follows that

Q) T

| [ R 2-)as| < € (B + IRy + 1R ey ) 153
(/F R, (DF1v-v) dS| < € (B (1) + IRy + IR e,y ) » 1> 4

Step 4. We estimate Iél(t). We only present estimates for [ > 3, and the cases of [ < 2 are
easier. Actually, by the a priori assumptions (1.6) and the trace theorem, one has

||? (D?V -Dtl/) ||1242(F1) < ||?D?V*'Dﬂ/||%2(p/> + HD?V*?D;VH[%:(D)

< C| P llioo )PPVl 2,y + D7V % Vv w22y +IDiv % Vvx Vollfar, | < CE().

=:L§I(t)
Above, we have applied the Sobolev embedding, ie. for p~!+g7'=2""p=

26~! with >0 small enough, it holds Lgl(t)gC”D?V”%p—a(n)||?2V||)2L16(r,)7 and

||Dt3v||12-11—6(r,)||vzv||§15(r,) < ||D?V||[2-[3/2*5(QI)||VH%-]5/2+5(Q[) < CE(t), by using the trace the-
orem. As for [ > 4, it follows that

4 (Dﬁv-D,u) ||%2(r,) < C(HDtVH%oo(r,)||D§VH12L11(F,) + ||Dt’/|\€vt4(r,)||D§VH%4(F,))
< C (P20 + Emt 01D ) < CE0),

where we have used D, = Vv v from lemma A.1 and ||v||zp+s5(r,) < C by (1.6) together
with (2.3).

Step 5. For I ,(¢), we recall that it holds [D/™, V]p = Y s VD v« VHxH~+R!, + RIVH’H
by lemma 2.9. Clearly, we have HZB]@VD,[B‘V*VH*HH%%QX) < CE(t) for <3, and
||ng,VD,B‘v*VH*HHiZ(QI) < CE(t)asl > 4.

Step 6. Finally, controlling /', (¢) is trickier. Let u be a solution to

{Au — divD"*Yy, inQ,,

u=0, onl',
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where [ > 1. We first recall the elliptic estimates (see, e.g. [26, proposition 3.8])
||8 uHHl(F)"l_HquH‘/z Q) X CHleD V||H1/2 ()" (34)

Then, we integrate by parts to obtain I (1) = — Jo, AD™* pudx — Ir, DI pd,udS =: It |, (1) +
I' ,,(t). Again by integration by parts, lemma 2.11 and the divergence theorem, it follows that

1’“1(;):/ (v®Df+‘v):v2udx—/ R+ Ry i+ > VDPv« VH*H | - Vudx
Q Q
' ' Bi<l

- / divD (H-VH)udx — [ V"D 'WouvdS
1 Fl

C (e + Er () + IRy + 1RG0 )
+/ div (v"’Dlle@u)dxf/ divD™ (H- VH)udx

t t

=Ly, () =Ly, (1)

We estimate the first term by using lemma 2.10. Indeed, it holds
L (0= [ Vv DT yx Vu+ vxdivD v« Vi + v Dy« V2udy|
Q

C (nlBeqay +Er () + IR (q))

To control lez(t), it is important to note that the integration by parts method used pre-
viously is not applicable. However, as indicated in lemmas 2.6 and 2.7, a one-order material
derivative can be substituted for a one-order spatial derivative due to the divergence-free condi-
tion. In fact, we have from lemma 2.7 that divD} "' (H - VH) = 8;0,,DVO;H"H' + V3D, 'vx
HxH+1.0.T., and

|L1112( )|

90, Dv’@H”’H’udx’—l—CHuHU(Q + CIVPDI vk H o H| B ) + My (1)
Q,

S C””HHl(Q,) + CE (1) + M), (1),

where we have used H- v =0, and
] 8i8mD£V3iHmHiudx’ - ‘ O DV O,0,H" Hivt + 8,y DV 8, H" H'9; udx
Q Q
< CE (1) + Cllull7

by integration by parts. Also, M',,,(f) contains lower-order terms (at most VD! ') which
can be controlled in the same fashion as before. These, together with the fact Hu||fj,2 @) S
|divDE V2, ) < CIRIE e it holds (1, (0] < CCEG) + IR ) + IR +
”RVH,HHLZ Q,)) for /<3, and for I>4,|l};,(1)] < C(E(r) + ||R1||L2(Qr + HRIIHLZ(Q,) +
IRl )

We are left with 1”2() Applying lemma 2.12 and integration by parts, one has
Jr Dlﬂpa dSu = fr V(Dlv-v)-Vo,udS + fr R0, udS. Then, we use (3.4) to deduce
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h, (0] < C(\W (Dpv-v) ||22(F,) + ||8u”||1%11(r,) + ||R1l;||z2(l“,)>
C

(E(t) + ||R5||%—11/2(Q,) + HRé %2(1*,)) , <3,

Similarly, |1}, (1)| < C(E(t) + ||R5||1211/2(52,) + IRy |IZ2r,)) for I > 4. This completes the proof.

O
4. Estimates for the pressure
In this section, we treat the pressure and will show that
sup [|pl|es(,) < C, .1
t€[0,7]

where the constant C depends on the time T > 0, the a priori assumptions N7, Mz, and the
initial data [vo|| s (), [|Holl o (c2p) and || Ar, || (1) - For this purpose, we assume the a priori
assumptions (1.6) for some 7' > 0. As a result, it follows that supy, 7 [|A||+s ) < C and
supg ;< ||Bllm+s(r,) < C.In particular, we have ||p||1+s(r,) < C and

T
| ol < cNrMoT @2
0

Recalling we define H'/?(T';) via the harmonic extension. From lemma 2.4 and (A1), we obtain

0ol 0,y < € (1971 )
C (9Pl + Pl + 18P 10,
C

(WPl ) + 18Pl 0y ) S CN M) (14T). (43)

iZ(r,) + ||VPH22(Q,) + | Ap

<
<

For higher-order derivatives, we have the following results.

Proposition 4.1. Assume that T, is uniformly H>*° (T)-regular for § > 0 sufficiently small. For
smooth function f, it holds

19213y < € (1A 0y + Wecr,y ) (44)

1913y < € (1M gy + Wscr,y ) - (45

Proof. For any ke {1,2,3}, it holds [[VOfl7:r,) < CUIVOAL ) + IV A7) +
||VAﬂ|%2(Qr)) by applying lemma 2.4. Recall that we extend the unit outer normal v to

€, by the harmonic extension and [|7||s/2+5(q,) < C. This, combined with lemmas A.1 and
2.4 implies that
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IV Oy < € (IR + 1975 Vo Pl )
C(IF° A1y + IV Ay + V30 e
IV x Vx| + IV Vil )
<C IV, + IV M2y + 197100 )

and ||V3kﬂ|L2 r, (HszHLz )t ||VAﬂ|L2(Q + HVfHHl(Q ) as a consequence. Next, we
apply (A1) and emma A.7 to ﬁnd that

197 ) < € (101021, + 1712 ) + 1))

< C (1020 + Mz oy + 1M )

To control [|,f]|2, . (r,)> Using lemma 2.4 and by interpolation, one has

1013720 <& (IF° A2y + Iy ) + Ce (193 + W raqry + 1A )
where ¢ > 0 is sufficiently small. We conclude that

19y < NV + € (W + 1813 ) (4.6)

and then (4.4) follows.
To prove the second claim, by lemma 2.4, it follows that \|vakalﬂ|§z(m <

C(|[V OO fl|2 Byt ||V3ﬂ|L2 @)t ||V2Aﬂ|L2(Q )):k € {1,2,3}. To estimate ||V3ﬂ|iz(Q )» from
lemma A.7, we obtain HB]‘HHz(Q C(||0, 8ﬂ|H1/2(F) + HVﬂ\Lz(Q +IVAfZ (@) for
i € {1,2,3}. Then, we obtain ||9, 6ﬂ|H1/2(F) <el|Vo, 8]‘]|L2 ) +Ce 10, (9f]\L2 by inter-
polation, where € >0 is small enough. These, combined W1th (4 4), (A1) and the fact that
||l7||H5/2+5(Q,) < C, yield

19100y < € (IVBacey + IV 5 T71Bay) + ey + 1B e
< eV ARy + e,y + 1217 @)- 4.7)

Then, we control | VO9yf]|% -, by lemma 2.4 and the fact that A7 =0

()
IV 72 r,) < C<||?261ﬂ|iz(m +IVVVAZ o) + IIAVVAR @, + ||V2ﬂ|i2(r,))
C (20132 1,y + 191 oy + 18y + Iy )
Again by (4.4) and lemma 2.4, we obtain

IVl 2,
<UIVAEwy + IV A0 F IV VP70 + V% VDR, + VA7 0,
+ (| Vf* Vzﬁ”%zm,) + Hvzﬂ\%2(r,) + |V fx Vzﬁ”izm,) + ||Vﬂ|f{3/2+5(9,)

< C (W3 + 19y + 1002y ) -
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Recalling (4.7), we conclude that Hv3ﬂ|L2(1") 5||V3ﬂ|LZ(F’) —|—C(|[f]|%,3(n) + ||Aﬂ|1242(91)),
and this completes the proof. 0

We will proceed with the estimates for the pressure.

Lemma 4.2. Assume that (1.6) holds for some T > 0. Then, we have
sup. IVpl72 (g, < SNPMDAHD (1 + IIVpllizmo)) '
t€[0,7]

Proof. From lemma A.1, Reynolds transport theorem, and the divergence-free condition, one
has

dtz/ |Vp[*dx = / VDp -Vpdx+ | VvxVp*xVpdx=:1; (1) + L (1).
92

Clearly, (1.6) implies |I;(¢)| < C”VPHi’(Q) For |I,(1)|, by (2.10), (4.3), and the divergence

theorem, we have |1 (t)| < [, Dipd,pdS — [, DipApdx < C(1 + Hp||H](F — Jo, DipApdx.

To control fQ[ D,pApdx we consider the following elliptic equation

—Au=Ap, in),
u=0, onl’.

Then, we see that —le DpApdx = fQ] AD,pudx + fF/ D,po,udS =: I (t) + I12(t). Note
that (2.4) implies |Ap| < C, and we have ||ul|y1q,) < C. Also, we get ||Vu|\iz(n) < C and
1ha(2)] < ||DtP||il(r,) +[|Ovu %2(1",) <
I11(¢), for which one can repeat the argument in [26, Propsition 6.3] to deduce H"‘H%{zm,) <
c(1+ ||p||12L1, ™) ) Then, by (1.1), (1.6), lemma 2.11, (2.8) and (4.3), we integrate by parts to
obtain 7 () < C(1 + ”p”H‘(R

that 7, (1) + L (1) < C(1 + ||p||H,(FI + ||VpHL2(Q[)). With the help of estimate (4.2), the proof
is complete. O

C(1+pl3 (r,)) from lemma 2.4. We are left with

Lz © )) Combining the above calculations, it follows

Lemma 4.3. Assume that (1.6) holds for some T > 0. Then, we have

T
/ 19212 1, dt < C (Wi, My) (1+T).

Proof. We define (1) fr Vp- V(VW v)dS, and from the hypothesis (1.6) and (4.2),

we see that [{(1)] < C||VpHL2(F1) + CHVZVHLZ )+ C||Vv*B||L2 (ry < C. Again by (1.6), the
divergence theorem, lemma A.1 and (2.2), we deduce for sufficiently small € > 0 that

d L _ _
$I(t) <AI@®)|+ | DVp-V(Vw-v)+Vp-D,V (Vv -v)dS
I

2_(p1)+/ Vp-VD, (Vv -v)dS
Iy

< Ce +€||vD,pHi2(D) —/ AppD, (Vvv-v)dS =: C. +ely (t) + I (1) .
Ty

By (L1.6), (2.10) and (4.2), it holds |Ii(r)| < C(L+ [[vallfpr, + IVB*Bxvallfop,) +
||?p|\zl(m) C(1+ ||V2p||L2(F ). For |I(1)], from (1.6), lemma (A.1) and the divergence
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theorem, we have
R0O1< = [ Sup(VDww-v)ds+ CITplu,y
T

_ 7/ App (V (=Vp+H-VH)v-v)dS +e]|[Vpls ) + C

t

< | App(VPpr-v)dS— | AgpxV?HxVH*vxvdS+ EH?zpllizm) +C.
T, Ty

< | App (VPpr-v)dS+e|V2pl i, + Ce-
I

Recalling |Ap| < C and by (2.1), (4.3), the divergence theorem, for € >0 small enough, we
deduce
/ App (Vzpu : 1/) ds= / AppAp — ApgpApp — App A0, pdS
<+ STl + CllplBrr, - [ [9pFas
+1Apll 2oy 10upl 20y 1PNl oo (1)) < —ZH@zPHiZ(F,) +C..

Above, we have applied [11, remark 2.4] that | V2p|| 1y < |Asp|I 72,y + C Jr, [BI*[Vp[*dS.
Combining the above calculations, the proof is complete since () < —3[|V2pl|Z:p,) + C.

Lemma 4.4. Assume that (1.6) holds for some T > 0. Then, we have

SE’(l)pT] ”VZP”iZ(QI) < eC(Nr,MT)(lJrT) (1 4 HVZPHiZ(QO)) )
te|0,

Proof. We differentiate and apply lemma 2.2 to obtain

dl

$§/ |V2p|2dx:/ V2 Dyp : Vipdx+ [ V2vxVp*V2p+ Vv Vipx Vipdx
Q Q,

Q
=1 (I) +1 (t) .
From (1.6), (2.4) and using lemma 4.2, we have

I (1) < / Z(’)i (0 Dp0;Op)dx— | VD;p-VApdx
Q7 Q
iyj
< / > 9Dpd, OpdS + / ADpApdx — / 9, DipApdsS
0 o T,

< CZ”avajPH%Z(r,) + 118, Dpl7r,) + CIIADD |2,y = In (1) + 1 (1) + 1 (1),
j

B.(0) < € (IM0) VP Bsca) + VP10 ) < € (14192l ) -

We apply lemmas 2.11 and 4.2, and (4.4) to obtain |I13(¢)| < C(1 + HVsz%z(Qr)) and |11, (1)] <
c(1+ HPHIZ‘F(D))' Finally, (1.6), lemmas 2.11 and 2.4, and (A1) imply that
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2 ()| < C (\WDtPHiZ(r,) +1IVDpl i) + ||ADtP||iZ(Q,))

< C(INDpIae) + 1Dl 2y + IADPI o))

<C(1+lIpleqy + V%Pl -

Combined with (4.2) and lemma 4.3, the proof is complete. O

Lemma 4.5. Assume that (1.6) holds for some T > 0. Then, we have

1

T
S;pT]vzpﬁz(F,)""/o IVplI72p,ydt < C (T, N7, Mr, V2Pl 2y VPl 20)) -
<0,
Proof. We define

I1(t):= | V*p:V*(Vw-v)dS+e [ |[V?p|PdS=:1, (¢) + b (1),
T, Iy

where € > 0 will be chosen later. From (1.6), (4.2), lemmas 4.3 and A.6, we have
11 (1) < Ce (||V3V||§2(r,) +IV2vx By + va*ﬁB”%Z(F,))
+ 19l < SI9PlEey + C-
and therefore, (1) > —C. + %H?{D(-, 1) ”il(r,)' We differentiate and use (1.6), (4.2), the diver-
gence theorem, lemmas A.1 and A.6 to obtain

d I _ _
$Il <L)+ | DNV*p:V*(Vw-v)+V?p: DV (Vvw-v)dS
I

<Cot e (IV%lE ) + V2Dl ) + / V2p: V2D, (Vvw - v)dS

<ellVplzr, + C- + e IV2Diplliar,) —/ VApp-VD,(Vvv-v)dS.
~———— I,

=:I11 (1)

=:1(1)

The first term can be controlled by (1.6), (2.10), (4.2) and lemma A.6, i.e. L ()] < C(1+
||V2p||iz(m + HV3P||%2(F,)). As for I15(1), applying (1.6), lemma (A.1) and the divergence
theorem, it follows that

ha(n)] < — mgp-@(vmu-V)ds+c(||62p||iz<r,)+1)

JIy

= — | VA -V(V(~Vp+H-VH)v-v)dS+C (||?2p\|§zm) + 1)

Iy

< | VAV (Vzpy . 1/) ds — /F VAV (VZH*H*V*V> as+C (szuiz(m + 1)

Ty

< [ VA (V) dS+ 2|V pliiy + € (IVp I, +1).

T

To estimate fr, VAgp-V(Vpv-v)dS, by (1.6), (2.1), (2.4), (4.3), lemma A.7 and the diver-
gence theorem, it holds
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VAgp-V (Vzpu . 1/) dS= [ VApp-VAp—VApp-VApp—VApp-V(A0,p)dS

T Ty

3 2
< Cll APl ey, + IV PRy + Celp ey — / IV pPas
19PNy (1900l oy Pl + 10up ]y 19 s

3
<c.-3 / P PAS + ColIVupl oty + IVl VP
<C— EHV I’HLZ(F,) +C|v? PHLZ(F,)-

Above, we have used lemma A.1 and (4.4) to deduce Hvaul?”u(r C(1+ ||p||HO(F) +
AP35 q))» and the result [11, lemma 2.3], i.e. [|Vp|7. ) < IVAsP7: 1,y + ClIplZe 1)
Similarly, we can obtain $5 (1) < C(1 + IV?plI 50y + VP ry)-

Combined the above calculations and by choosing suitable € >0, one has %I(r) <
-1 |?3p||i2(F Z_m) +C. Integrati_ng the above over [0,#] with 0 <7< T and
recalling (4.2) together with I(r) > —C. + 5||V?p(., )HLZ(F )» the lemma follows. O

Lemma 4.6. Assume that (1.6) holds for some T > 0. Then, we have

SUP] 1Pll75 0, < € (N M, V2Pl (o) VPl 00, T) -

1€[0,T]

Proof. We differentiate and apply lemma 2.2 to obtain

32
dt2/|V dr

:/ Z@UkD,p&,kpder/ V3 xVp*V32p+ V2« V2p« Vip + Vvx Vip « V3pdx
Q ijk

Z:Il()+12(t).

From (1.6), (2.4) and lemma 2.11, we have

11 (1) /
& i,k

< [ S onvpo.owas+ [ ZakAD,pakApdx— | S a.ampanpas
4 (i r7

(OuDipOyp) dx — / Zakupampdx

<CY10u0p Iy + €Y N0kPp I3y + € (14 IVPIe(e )

Ik ik

and | ()| < C(1+[|Vpl[zq,))- Applying (4.4) and (4.5), we obtain

10004013y + 18P0 ey < € (18 gy + 1921y + 1Dl + Ilacr,y )

C (1419 ln ey + Ilnr, )

for any indices j,k. The claim follows from lemma A.7 and the previous pressure estimates
((4.2), lemmas 4.2, 4.3, 4.4 and 4.5), since
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dl1

$3 . 19 < (1419l + Il )

O
We conclude this section by controlling the initial quantities E(0) and
3 p3hp|2
Zk:o || t PHI.pk/2+1(QO)'
Proposition 4.7. Assume that ) is a smooth and Mg := R — || ho|| () > 0. Then, we have

3

E(0)+ Z HD?”‘pllim/z+l(QO) < C (Mo, [Ivollas () 1 Holl s (020) » 1A Il 5 1) ) -
=0

The result remains valid when the initial time is replaced with any t € (0,T), provided
1A,z (ry <R

Proof. We only need to consider the case when ¢ = 0 and we divide the proof into three steps.

Step 1. We control |\Df_kH H%‘[”‘ 12(9%) by the lower-order velocity terms using (2.5) and (2.6).
For k=0, from ||H|| ;) < C||H]|

H5(Q0)> We apply (2.5) to obtain

HD?HHiZ(QO) <C Z ||VDzB]V||22(QO) + Z ||VDzB'V||iB(QO)||VDzBZVHi6(QO)
1B1<3 |B8l<2

+ 3 VD Vs IV DI IV DV s ) + 17 s )
I8l<1

< UD€ (11D ) (14 1Pl )

We claim that

3

Z ||,D;t7kH||%ﬁk/2(Qo) < C IVl (e0)s 1H |1 (520))
=1

3
x (1 + Z prikv||12t1<3k—l>/2(go) + ||V||[2-1|1/2(QU) + |H12q9/2(90)> . (4.8)
k=1

Indeed, by (2.5), it follows that

1D H 3200 < € Y IVD V5200 Wl () + € D IVD V()
I81<2 181<1

: vatﬂmvnlzfﬂ(ﬂ()) ||H||12'{2(Q(,) + CHVH?P(QO) ||H||12q2(90)
< C(||V||H4(Qo)v ||H||H4(Qo)) (1 + ||Dz2"||§15/2(90) + ||D,v||§15/2(90)) :

Again from (2.5) and lemma A.5, we see that
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||Dt2H||12-13(QO) C”VDIVHIZ-F(QO) ||H||12L13(Qo) + C”V‘}Hiﬁ(Qo) ||H||12L13(Qo)
< C (Ve 1Hlan) (1+ 1PMEs(ay )
IDH 2 gy < € (IH e 2y 11220y + 1T g I )

< C (Wl 1H ) (191Binzgay + 1H o)

Step 2. We control ||Df_ka1213k /2(6) DY the pressure terms. Note that

1D 1352000y < € (I Unns2qcy + IH I 1 o200y ) < € (P10 1)

and by lemma 2.6, we have

2 2 2 2 2 2
1DVt 20) < IVDepllie gy + 1 Drs V1Pl ) + € < C(HVDrP”HS(QU) + Il 09) + 1) .

Similarly, applying lemmas 2.8 and 2.9, we obtain

HDEVH%ﬁ/Z(QO) (”VD P||m/2(90) + HVDtPHHS/Z(QO) + ||P||H9/2(QO) + 1)

||D?VH%2(QO) (”VD p||L2(QU) +1IVD?pli: ) T IVDipli7e @) T Hp||1-19/2(§20 ) -

Step 3. We show that ZZ:O | D *p||? Pllzpe/21 () < €. Consider the following elliptic equation

pr = 8,-v76jvi - 8,-Hfé)jHi, in Qo,
p=Ar,, on I'y.
We find that ||p|lz1/2(q,) < C|0:1VOV — 8 HOH || /20y + |l 5 (1)) < C from  the
standard elliptic estimates. Again by the elliptic estimates, it holds [|Dip||gs(q,) <
C([ADpl#2(00) + PPl (ry))» and HD?PIIHS/Z(QO) CUIAD?P N2y + ID2pllrery))-
Also, by (A2), | D}pllm ) < CUIIAD;pll12(0y) + ||D,p||H|/z(FU)) The calculations of the
remaining terms on the right-hand side are direct applications of lemmas 2.11 and 2.12,
and (2.10), since we have |[p[[g1/2(q,) < C.

Finally, for 1 <j < 3,||V(Dlv-v) 72 (p,) can be estimated by the trace theorem due to the
regularity of the boundary. Using the mean curvature bound, we apply lemma A.6 to obtain
1Ble(ry) < C and therefore ||V(Dpy-v) |72,y < CUINVDWw*v||L ) + [DIv* B[z p,)) <
C. This concludes the proof of the proposition. O

5. Estimates for the error terms

In this section, we estimate the error terms by the energy functional and the pressure. We start
with the following results.

Lemma 5.1. Assume that (1.6) holds for T>0. Then, we have ||B|ys;r,) <C, and
I1Bllgr,y < C(L+ Ipllgr,)) Jor k € N/2,k < 9/2. Assume further that supy, . E1—1(t) < C
forl=4. Then it holds HB||H3,/2 iy < G and ||B| gr(ryy < C(L+|pllae(r,y) for k € Nj2,k <
312+ 1.
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Proof. We recall (4.1) that [|p[|z3q,) < C by the results in section 4. Since T'; is uniformly
H*™9(T')-regular, it holds ||B|| s, + || B||m (r,) < C. Applying lemma A.6, for k € N/2,k <
3, we see that ||B|g¢(r,) < C(1+ || Al|gx(r,)) < C(1 + ||plg(r,))> and [|B||gs/2(r,) < C. Again
by lemma A.6, the first claim follows. As for [ > 4, the assumption implies that

||P||12r131/2—1(r,) < C<1 + ||VP||§{3<1—1>/2(Q,))

< C (1 IDMsai/2(0 + 1H- VHI 133110, ) < C.

For /=4, we have |p|lgsr,) < C and [|B||p/2(r,) < C by the first claim. Moreover, by
lemma A.6, it implies ||B|sr,) < C(1+ ||pllgs(r,)) < C, ie. ||Bl[ga2-1(r,) < C in this case.
Therefore, it holds ||Bg«r,) < C(1+ [|Allgr,)) < (1+[pllar,)) k€ N/2,k<31/2+ 1.
Using a similar argument, the second claim follows for / > 5. O

Lemma 5.2. Assume that (1.6) holds for T>0. We have ”Réle‘I'/Z(Q,) < C(1+
”VZPHZI/Z(Q,))EU) for 1<3. Assume further that supy, rEi—i(t) < C for 1> 4. Then,
we have ||R5Hi]l/2(ﬂ,‘) < CE((t), and there exists a constant € >0 small enough such that
”Rﬁ_kH]Z_pk/zf](Ql) <eE(t) + Ce forke N1 <k <L

Proof. Thanks to the regularity of the free boundary in lemma 5.1, it is feasible to extend
functions in H?(£2;) to the entire space R? (e.g. [26, proposition 2.1]) and then apply lemma
A.4. To simplify the notation, we will not distinguish between the original function and its
extension.

It suffices to estimate R; = 22<m<42|5\§57m V’D,ﬁ‘v*---*VD?’”“V*VDF’”V defined

in (2.7) since R} and R? are easier to handle. We deal with the case of m=2, i.e.

Z\BI@ VD?1 Vx VD;gzv and we only show the estimates when |3| = 3. From (1.6) and lemma
A.4, we see that

3 3 3
IV VD V2, < C(IIVVIIzoe @) IV DI/ a,) + IIVVIlwuz,s(g,)HVDtVI\L3(9,>)

N

VD7 * VD 12

o(
C(HVVHLC”(QJ HVDISVHHI/Z(Q,) + ||V||H5/2(Q,)HDt3vHH3/2(Q,)) < CE(’)I/zy
c (HVDIVHHI/Z(Q) HVD;VHLOO(Q,) +1IVDwl|1 0, ||VDt2V||W1/2,6(QI))

C

<
<C(14+19°Pllprz(ay ) EO'2.

If [ > 4, the assumption E;_;(f) < C also ensures that the functions in H>/>*1(€),) can be
extended by lemma 5.1 and the extension theorem (e.g. [26, proposition 2.1]). Then, it follows
that  [[Vvx VD] /200,y < CUIVV| oo ) VDIl inr2e,) + VI a2 00 1PV |22 (0))) <
CE,(t)l/z. For 1 <j<I—j<I—1,wehave;j< |l/2] <I—2dueto!>4,and obtain

IV D+ VD V|20

< C(I9 Do) IV D ¥l + 1Pl IV DY Wiz ) < CEL(0)'72,

where we have used the fact that ||D§vHHs/z+s(Q/) < E;_(r) < C. Again from the hypothesis
E;_1(t) < C, the terms involving the product of more than three items can be controlled since
we will have fewer material derivatives in this case.

To prove the last claim, we first estimate that ||R)||3, . , @)
< CIVllie () ||Vv||§13,/2,1(91) < CHVVH,%pz/z—I(Qr)- By interpolation, we have HR?H%IWZ*‘(Q,)
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<eE(t)+C. for 1=5,7,---, and ||R?||f{31/2,,(9[) <CE_i(t)<C for [=4.6,--
Then we control the case of k=1. When [>5, applying the previous estim-
ates, it holds |R)™ 1||H1/2(Q) CE;_((1) < C. If 1=4, one has ||R~ 1||H1/2(Q) C(1+

||V2p||H1/2(Qr))El,1( ) < C, since ||VZPHHI/2 @) S HV(H'VH_DW)“HI/Z(Q,) C
We are left with the case of 2<k</—1. Note that R§7k222<m<17k+1

dLlBl<I—k+2- mVDyx - *VDB’""V*VDﬂ”‘v We only estimate the case of

k=m=2,1ie. VD, > /v« VDjy. As before, we assume that 0 <j <[—2—j<[—2 and
itholds j< [(I-2)/2] <1-2,0=4,and j< |(I-2)/2] <I-3,1>5. We deal with the
first case, i.e. || VD x VD,v|? o)+ |VD? V*VVHI_P(Q since the same arguments work for
1 > 5 (j <1—31in this case). We deduce that

V9% VD23 ) < C (191w 0 I VDV ) + 19V s 52y IV DY)
e VDVl ) + CIVD Ve, < eEi(D) +Ce,
CI VD[ () IV DVlI7e g,y < CE-1 (1) < C.

NN

IVDw* VD30,

The proof is complete. O
Lemma 5.3. Assume that (1.6) holds for T > 0. For | < 3, we have

IR sl ) + IR .98l 200 + IR om a2y < € (14 192010200 EC).

Assume further that supy¢, 7 Ej— (t) < Cforl > 4, then we have

HRIVHH||1211'/2(Q + IR HVHH}ZLII/Z )T ||RlvzHH||12ql/2(Q,) < CE (1),
IR HHHHW’ o)t ||RVH VHHH31/2 Q) S <eE () +C,
IR ZHHHI-P"/Z*‘(Q) C‘|CurlHHHL31/2+1/2J(Q,)v

[— /— l—k
IR 511|210y + IRG s wae e 1) + IRy el oy SEEI() +Cey (5.1)

fork e N;1 <k <L Inthe above, € > 0 is a constant small enough.

!
Proof. We note that Ry, HH

focus on the estimate for sz o To control sz HH in the case of [ < 3, we recall sz HH
lemma 2.8. From (1.6), we have ||V*curl Hx H % -- 70<H||H,/2(Q < C||H|| s,y < CE(2), and

|V2D?vx VF, x F3 ”%1‘/2(91) < CE(t), as in lemma 5.2. The leading terms in RVZH ,; have been
controlled, and the estimates of the lower-order terms follow from the same arguments as in
lemma 5.2.

As for [ > 4, to prove the first result, it is sufficient to bound Vitlcurlvx Hx - H and
V1 curl Hx H % - - - % H since the other terms are either simpler or have already been estimated
in lemma 5.2. From the assumption, |v[| 1521 (q,) + [[H|| g13/21 (0,) < C. As before, we extend
the functions and estimate as in lemma 5.2 to obtain

contains all the highest-order terms in RS, ,; and RS, ¢y and we
in

[V curly« Hx - - * H|[ g2 (0,)
< (HH* *HHLoo(Qt)HVH_]CUI‘IVHHI/Z(QI)+||H*"'*H”Wl/z,ﬁ(QI)HVZJrICuer”L.?(Qr))

< CHV||H1+5/2(Q,) < CE[ (l)l/z.
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In the last step, the condition />4 implies 5/2+1< |3(I41)/2] and therefore, it holds
IVl z+5/2 () < PV llsesn/2@,)-

Next, to verify (5.1), we shall control |[R

VM,H”%{WZ—'(Q,) for 1 < k <I— 1. We concentrate
on the estimate for || V!=*!curlvx Hx--- *HHiWZ,](Q - This time we obtain for 1 <k <!
that

[V curlvx Hx - - *H||12ka/z_|(9r) S ClPYllpirarir2(0,)-

By interpolation, it holds ||VH§P,/2+1/2(Q,) <5Hv||i”3(,+,)m(m+C€||v||in3,m @) <eE (1) +
C.. Finally, to obtain the last two estimates, we only need to bound the most

difficult term RovzH’H:(H-V)curlH. Since [>4, we have ||ROV2H,HH12LP'/2—'(Q,)<
C”HH?-ILBI/ZJ(Q,)HCurlH”%-]Dl/Z-H/ZJ(Q,)<CHCuﬂH”%{DI/Z-%—l/ZJ(Q,)’ and  the  proof is

complete. O
Lemma 5.4. Assume that (1.6) holds for T>0. We have ||R§1H%2(Q,) <C(1+
||Vp|\ip/2(91))75'(t) for 1< 3. Assume further that supyc, rEi—1(t) < C for 1> 4. Then, it

follows that ||R§,||i2(Q’) < CE\(1), and ||Ri* <CforkeN1<k<I-1

Proof. To prove the first claim, we estimate

||12n13(k71>/2(9,)

Ry= > 3 aas(V) VD vk VD" yu VD2,
1<m<4 |B]<3,]a|<1
By Bm—1 21

If m=1, we consider the case of |5|=p8 =3 and |a|=1. We should control
a(Vv)D}v +b(Vv)VD}v. From the hypothesis (1.6), it is clear that [|a(Vv)Dv[|Z g, +
16(Vv)V D}V ,) < CE(t). For m=2,|3|=3 and |a| =1, we show the estimates of
a(Vv)VDpy*D}v and b(Vv)VD?vxD>?v. Choosing 1/p+1/q=1/2,p=3/5 with § >0
small enough, we see that | V2H

Ly < ClH|s s )

la(Vv) VD D}v|[72 o,y < ClIV?p+ VH* VH+Hx V?H|[7, 0, ||D3v||§p/2(91)

<C(1+ 1V 20 ) EO)

and [|a(Vv)VDivxDv|f g, < CIIDV| i E(t). To control [|Dv[fq,. from the
boundedness [|Ap||;1(q,) < C and using (2.4), (2.11), (2.8), together with (A1), we obtain

Hth‘}HiZ(Q,) ||VDtp||i2(Q,) +i [DtaV}PHiZ(Q,) + ||DrH*VH+H*DtVH||%2(Ql)
HA,DTpHiZ(Q,) + ||DzP||in/2(r,) +[[VvxVp %2(9,)

+|[H* VvxVH+Hx Vv VH+H*VvxH| [ q,
< |[[divdiv(v® Vp) ||i2(91) + HVPHiZ(Q,) +C

+ || divR + Vv« VHx H+ Vv« VH* VH

+V2HxVvxH+ v*VZH*VHHiz(QI)

<1188 (vVOp) It + VPl @) + €< C (1 + ||VPH§11(Q,)) .

NN
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In the case of m=3 and m =4, we estimate in the same fashion, and obtain ||R},|?, ) S
c(1+ ||VpH§p/2(Qt))E(t), as desired.

To control R!; for [ > 4, we focus on the case of || =1 and || = 1. If m=1, it holds
||a(Vv)Df+1v+b(Vv)Vva||iz(QI) < CE;_ (1) < C. Next, we handle the product of func-
tions as follows. We simply assume a, =1 since the material derivative D; is 1 /2—higher
than the spatial derivative. If 1 <j <1+ 1—j </ it follows that 1 <j < [(I+1)/2] <
and we have [[a(Vv)VD* D v|2, ) < CIVDP|fe o) 1D V]2 g, < CEI() If

<I+1—j<j<I, we find that L(l+1)/2j +1<jand 1<I+1—j<I—2. Then, we
0bta1n la(Vv) VD D v)2 ) < CIDW IR o 1D I 24 ) < CEi(1). The oth-
ers can be estimated in the same way.

We are left with the last claim. For k = 1, it follows by applying the above estimates with
I—1if1>5. As k=1 and =4, it follows from the hypothesis that E53(7) < C. Therefore,

VPl ) < CIH - VH =Dy}, < C. This concludes the proof for k= 1. Assume that
2 < k< I—1 and we shall control |\R5fk||i]3(k,l)/2(9,) defined in (2.8):

Rﬁk = Z Z Ao, 3 (V) VD?‘V* .. *VD{BM"V*V“‘D,“”’B'"V_
IKmI=k+1| 8| <l=k, || 1,81+, Bu—1 21

Ifm=1,|8] =1—kand |a| = 1, itis clear that ||a(Vv)D,H'l_kv+b(Vv)VDf_kaI%p(k_,)/Z(Qz) <

CE;_;(t) < C. To bound the product of functions, e.g. m=2,|8|=I1—k,|a|=1 and
1<j<l—k—j<I—k—1,wenote that 1 <j < |[(/—k)/2] and

lla (V) [[7p2— 120y S < CIVvliee - 9Vl IV lT31/2) ) < C-
This, combined with the Sobolev embedding and lemma A.4, we deduce that
lla(Vv) VZXV*V"‘Df‘ﬁ[_k_1V||§p<k—1>/2(9,)
< Clla(Vv) [Gpa-n 2000 [VDIv* VDR H LT,
+Clla (V) 7= 0, ||VD{V*VmDz(x2+l_k_lV||?p(k—l>/z(Qt)
< C||V7){V‘|12'13k/2—1/2(9,) ||VQ]D?2+1_I€_1V||%3(Q
+ VDYoo 0 IV D Wl 2 <

where we have used the fact that || VD?V\&N/Z_,/Z(QI) + | VvaHioo (@) S (||D’v||1,{;k/z+,/2(Q .
||D’v|| /e (0 )) for € > 0 small enough. Thus, the proof is complete since the other terms can

be estimated by using similar arguments. O

Lemma 5.5. Assume that (1.6) holds for T > 0. We have HR;,H%I/Z(D) <C (1 + HVpH%Iz(Q[))

E(t) for 1< 3. Assume further that Supo<,;<7Ei-1(t) < C for 1= 4. Then it follows that
||R§,||fql,2(m < CE((t), and \|R;—k||fpk/z,l(m <eE(t)+C. forke N, 1 <k<Il—1withe>0
small enough.

Proof. It is sufficient to show the estimate for / = 3 since the other cases are easier. Recall the
definition of R[3), we have

S 30012 = 112 3012 P 3012
||VP’DrVHH1/2(r,) < C(HVPHWI/L"(F,)||DtV||L4(Ft) + VPl HDtVHW1/2,4(r,))

) _
< ClIVpllipro)E(),
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we have used the fact that || V2pl|7 ) < C(I|Vpl[Z ) + VP * Bl 1)) < ClIVPIZ r,)s and
the trace theorem. Similarly, to deal with the term —|B*D}v- v, we have || D}v - [ p,) <

C”D?V”%p(g,) < CE(r), and || - |B|2D?V'V”%{1/2(n) < CH|B|2||12L11(F,)||D?V'V||12L11(r,) <C(1+

Vol (QI))E(I) by (1.6). Again from (1.6), it follows that
252112 22112 2 252112
las (4, 9) x VD2 Ry gy < € (IVPDR Iy + s (0 99) By sy [ V2DV B ey )
2 2 212 2 2 2 0
las (7, 9%) % VD205 Bl s 1y < € (VDR 1By B IV DR ey )

llaio (Vvv")*VD?V*VZV”?{W(F,) < CHVZVH?-NZ(F,) (HVDEVH%VI/H(F,) + HVD,ZvHioc(p,)) )
and they can be controlled by CE(¢). Moreover,
llai (v, Vv) % VD * VDWH?]'/Z(F,)

208 12 2 208 112 2
< C(HV Dv|lzee () IV Pyl oy + IV DYVHW"(’(Q,)||VDfVHL3(Q,)>

< |V (-Vp+H-VH) H?—I'(Q,) HDIVH?-F(Q,) < C(l + ”vszi%il(Q[)) E(1),

and the other terms can be estimated in the same way. For [ > 4, the proof is similar to [26,
lemma 5.8], and we omit the details. O

Applying the above error estimates and recalling proposition 3.1 as well as (4.1), we con-
clude this section by presenting the following improved version of proposition 3.1.

Proposition 5.6. Assume that (1.6) holds for T> 0. Then, we have $é(t) < CE(t), where C
depends on T,N7, M, ||[vol s (o) | Hollre (), and || Ar,l|gs(ry)- For 1 >4, assume further
that supy<,pEi—1(t) < C, then we have dei(t) < CE((t), where the constant C depends on
T,NT,MT, and Sup0<t<TE[_1(f).

6. Closing the energy estimates and proving the main theorems

In this section, we close the energy estimates and prove theorem 1.1. We introduce the energy
functional

3
- 1 _
e(t) == 3 E (||Df+1"||%2(9,) +IDFH Hl 2 + IV (Dfv-v) H%Z(r,))

t5 (H curlv|s () + | CUTIHHES(Q,)) +1,
- 1 _
e(t) = 3 (||D£+1V||i2(sz,) +ID H ) + IV (Div-v) ||i2(r,))
1
+ B (H curl v||7 a1y 24 @)t [curl H|[3 1021 (Q,)) +1, =24
Note that from the a priori assumptions (1.6), it holds || curlv||i2(9t) + | curlHHiz(Ql) < C.By

interpolation, we have é(r) < C(e(r) + 1) and ¢;(r) < C(e;(r) + 1) for [ > 4.
We will apply the following div-curl estimates in [26, section 3.1].
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Lemma 6.1. Let the integer 1>2 and assume that |Br| -y <C. Let j€
{5/2,3,7/2,4,---,31/2} and k€ {3/2,5/2,3,7/2,4,---,31/2}. Then, for all smooth vec-
tor fields F, it holds

C(IIFull=12(ry + IFlli2(0) + 11div F|gim1 o) + | curl F| -1y ) , (6.1)
1Fllm() < C(IArFall-s2ry + IFll20) + 1 divFll -1y + [[curl Fl| 1)), (6.2)
[Fll ez ) < C (1A8Fullgici-2/2 ) + (1 + 1Bl ry) [1Fllie o)

+(|div F| i 21 -1(0) + [ curl Fll i 2-1(a)) - (6.3)

1Fll 02y <
<

Proposition 6.2. Assume that T'; € H3*O(T') with 6> 0 small enough. Assume that
Pl @) + Vlls(e) + 1|l < Co- Then we have E(t) + 1Bl r,) < C(1+e(2),
where the constant C depends on M, ||h(-,1) ||m+6(r)7 ||pHH3(QI), ||VHH4(QI), and HHHH‘&(QO.

Proof. We shall show that E(¢) < Cé(t). We need to control ||Df*kv|\im /2
k<3, vl

”DrZVH%-p(Q,)’ HDIVHZQ/z(Q,)’ ||VH%]5(Q,)’ and [|H|

Qz)7 ||D?7kH||§13k/2(Qr)a

io(0y> and [|H|[7e g, - Recalling (4.8), it is sufficient to control ||D,3v||ip/2(

Q)’
129“(9,)' We divide the proof into three steps.

Step 1. We control ||Dt3vH}%p/z(Q ) Recalling that ||7/]| gs/245 () < C, we have

ID}v- v,
<| (va.y)divpfvdx|+|/ VDEV*Df’vdx|+|/ D3v* Vi xDlvdx|
Q, Q Q

<C (”D?VH%Z(Q,) + | diV,DEVHiZ(QI) + ||VD13V||L2(Q,)HD?VHLZ(QJ)
<ellVDV|q,) + Ceé (1) + ClldivD} V|7 g, -

This, combined with lemmas 2.10 and 5.2, and (6.1), it follows that ||D§’v||§p/2mr) < C(|D}v-

vy H1DV22 0 + | diVD?vH%Il/z(Ql) + || curlvaH%{l/z(Ql)), and therefore,

1DV 20y < € (800) + IR () + IR vy + IRl ) -

To control ||R2VH,VH||12L11 1200, We estimate as follows. Indeed, by the assumption, applying
Young’s inequality and lemma A.4, we obtain ||V2D,V*VH*HH2I/2(Q[) +[|VDy* V2H
H”[z.p/z(Q,) < C”vaH%-P(Q,)”H”?{‘(Q,) and

HDtVH%p(Q,) HHHAI{P(Q,) <eE(1) + Ca”l’”)qu(g,) +C||H- vH”iZ(Q,) <eE(1) +Ce.

As for ”RZVZHH”;{VZ(Q,)’ we recall lemma 2.8, and we handle the most difficult term, i.e.
V3 curlH*H*H*HHfi,/z(Ql) < curlHH?#(QI) < Cé(1). Again by the Young’s inequality

and lemma A 4, we can control [|R}||%, o, ,- In fact, we have

(@)
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IVD2v% Vvl /200, + VP * VD32,
< Clvlize ) 1PV 0y + CIV DI T ) IV D620

< (eIl 20y + CoIPlEay ) (IV2P N0y + IV (- VA [ )
+ell DIV, + C DVl o, < Cee () +2E(0).
Combining the above estimates, we obtain ||D}v||7, . @ S eE(t) + C.é(1).

Step 2. We estimate ||D}v||7, q, and |\D,v||i19/2(9r). Applying lemma 2.10 and (6.2), it holds

1Dl 200y < Ce0)+ € (1188 (D) [y + 995 V¥liZnagq
HIVH* VH| 20, + IIH*chrlHHim(Q,>)
< Ce(t)+ C|Ap (D v) |Fper)»
ID2s 0y < € (1288 (DFv-0) ey + IR gy + IR s wallieco

IR 2l e ) + CE).

We control ||R} H12-12(QI) by the bilinear inequality, VD,V*VVH%IZ(QJ < CHD,Vpr(Qr) HV”%-ﬂ(Q,)

eE(f)+ C.é(t). For |RY, VH||,%,2(Q ) it holds that [[V2vx VH*H|j, ) + [[Vv*
VH * VH|? i) SC V|2 @) ||H I (o, from the assumption. Then, the estimate for
||RV2HH||H2(Q) follows since ||Vzcurlva<Ha<HHH2 (@) S < Ceé(t).

We are left with || Ag(D?v - 1/)||H1/2(F and ||Ag(Dyv - 1/)||H2(F) We focus on the estimate of
| Ap(D?v - 1/)||H|/2(F Recalling that from lemma 2.12, we have D}p = —Ap(D}v-v) +Rj.
Since HRPHH]/2 r,) 18 easier to control than | D} p||H,/2(F ), we only bound HD,pHHI/Z(F) By
the definition ole/z( ), it holds || D} p||H]/2(Fl
(3) in lemma 2.3, for the first term, we have

HD p||L2 ) < CH Z Z do s (V,B)?H_C“Dtﬁlv*.“*vl—i_amptﬁmv”%}(r‘l)'
1<m<3 | B|<B3—m,|a|<1

v, CIVDIPf - Applying

For m =1, from ||B||;r,) < C, we control a(v, B)V*D}v by the trace theorem and interpol-
ation: ||a(v,B)V DZVHLZ(F) < C||p? v||H5/2(Q) < eE(1) + C.é(1). The other cases are either

simpler or similar. As for ||VD;} pHLz(Q ) it follows that |\VD? p||L2(Q) Ceé(t)+ C||D}(H
VH)||L2 ) TCIIV, 2)3]p||L2 (- To control D3 (H - VH)||L2 (q,)» 3gain by interpolation, we
see that ||V2D2V*H*HHL2(Q) +||V? D,v*H*HHL, (@) S eE(t) + C.é(t), and we estimate
v, D3]p||L2(Q, as follows
||VD12V*VPHi2(Q,) + ||VDIV*VDtP||iZ(Q,) + ||VV*VDZZPHi2(Q,)
C (1D P13 20 + IV (H- VH) % VDpl 2
V2P VDI ) + IVDP I ) )
< ClIDV[Ize (o) + CIVDDIIE @) + CIVD P72 0,
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Note that [|[VD?p|| 72,y and [ VDp|| 7 ) have fewer material derivatives than | VD;p| 7. -
Therefore, it can be estimated as I3(r) in the same fashion, and we can obtain || D] p||?, 2y S
Cé(t) + eE(t). Similarly, it holds ||Dt2pH12L{2(r,) < Cé(t) + £E(1). Combining the above estim-
ates, we conclude that |\D,2v||12,{3(9t) + ||D,v||12qg/2(91) < Ceé(t) +eE(r).

Step 3. Finally, we bound ”V”?iﬁ(ﬂ,) and ||H||?16(Qr)' From (6.3), we see that ||V||%16(Qr) <
CC@lt) + a7l gy 1Blnry) a0 [Hpgy) < CE0)+ BBy, ) Recalling
lefnma 5.1 and by the trace theorem, it follows that HB||12,19/2(D) <C(1+ ||p|\§19/2(rl)) <
eE(1) + [|H||fs g + Ce-

Again by (6.3), we can estimate in H°((2,) and deduce ”H”IZLIS(Q,) < Ce(r) + HB||12’17/2(F )
Similarly, it holds ||BH%{7/27(F1) <eE(f)+ HHH12-14(Q,) + Ci < €E(f) + C.. Thus,
eE(1) + Ce, Ipll7o o (r,) < €E() + Ce, and [|H|[3 ) < €E(r) + Ce.

We are left with the term [|Agv, |7,
follows that

BH%IQ/Z(F,) <

) From (2.10) and by the above calculations, it

HABVnH%ﬂ/Z(r,) < C||D¢P||12Lp/z(n) + C|||B|2Vn|‘%ﬂ/2(r,) +Cl|Vp- V||12L17/2(r,)

€ - - . _
< Clvllze ) 1Bl Zoe (0 1Bl 2y + 5 E(0) + Co8 (1) < Coé (1) +2E (1),

where we have used the fact that

(1Pl + IV Dol )

||Dtl’||12q7/2(r,) <C
< C(l +IDPVIEp o) + IID: (H - VH) |55y + Vv (H- VH — Dyv) ||%p<g,>)
<C

20+ SE(),

and interpolation arguments since ||D,H H%I4(91) and || D?v|| (q,) have already been controlled.
This completes the proof. O

Proposition 6.3. Let [ > 4. Assume that (1.6) holds for some T >0 and supy, 7 E;—1(f) <
C. Then, we have E;(t) < C(1+ ¢(t)), where the constant C depends on 1,T, N7, Mt and

Sup0<z<TE1*1 (t).
Proof. We will show that E;(¢) < C¢(¢) and we divide the proof into three steps.
Step 1. We claim that it is sufficient to bound ||Df+l_kv||12,1m/2(Q yke (1,2, B VI sy 2

@) and [|H|17 500 125 (o) Indeed, HDfH*kHHipm(Qr) can be controlled by these quantities.
Starting with the case of 2 < k < [ — 1, from the hypothesis, (2.5) and (2.6), we have

1D Hl iy € D VDY, -+ VD

1<m<I+1—k
|B|<I4+1—k—m

20 | HlllEper -

If m=1, we see that [|Df"'H|2,. 0 < CUID T 2 0, + 1), since
1H 72y < CE-1(£) < C. For m > 2, it holds HDf“_kHHipk/z(Q’) < CE_((t)---E_1(¢)
<C.

Next, we deal with the case of k=1, and it follows that
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IDIH /20y € D IVDP Vs 1H e
BI<i—1

+C Z ||VD?]V||12L12(Q,) HVDtﬁmVHJZL[Z(Q,)HH”%ﬂ(Q,)

2<m<L|BI<I—m

<C (HVDg—lvHip/m) + 1) < C(||1)§+1—2v||12q3(ﬂl) + 1) .

Finally, for an even integer k = /, one has ||DtHH,%p1/2(Q,) < C||H||12L1L3I/ZJ @) Hv||%m,/2+u(
C||v||in3,/2+1J @) from E;_(¢) < C, and if k =1 is odd, we have by lemma A.5 that

) S

1D im0,y < € (1w o IWnes oy + 1H a1 )

< CIVlFsasn e @) T CllH| 040,21 ()

Step 2. We claim that ||va||ip/2(9’) < eEy(t) 4 Cé((1). Due to the fact that ||1/|| ys/2+5,) < C
and the assumption E;_(#) < C, we have

1Dyl ) < ‘/ (Dlv-v) divDﬁvdx’ n ‘/ Vva*vadx’ v ‘/ va*Vy*vadx’
Q Q €
< ([Pl + | divD Iy + 19D 0y 1D,
This, combined with (6.1), we see that
1D 20y < C (1D sy + DI g + 1V DIV 2+l curl DIV )
< C (Do + 1+ Eict () + IV (Dlv-v) I,

+[ div D[z o) + I curlDiVlli,qug) :

H
Applying lemmas 2.10, 5.2 and 5.3, we arrive at

Then, it follows that ||D£v||23/2(9’) < C(e(r)+ ||diVD,1v||i]1/2(Ql) + chrlpl%vH?-[l/Z(Ql))'

| diVDfVH?qI/Z(Q,) + 1l CuﬂDfV”]z-]l/z(Q,)
< C (IR B sy + IR vl ooy + IRl age ) < Erl) +Ce,
where ¢ > 0 is sufficiently small. This concludes the claim.
Step 3. We claim that for 2 < k </, it holds

||D£+1 _kVH%.I}k/z(Qt) < C||D£+3_kv||i13k/2,3(szl) + EE[ (t) + Cgél (t) . (6.4)

Once we have these estimates, it follows that ||D£71v|\f13(9t) < €Ey(t) + C.é,;. This, combined

with Step 2, will control ||Df+l_kv||%ﬂ/2mr) for any 3 < k < I. To prove (6.4), from lemmas
2.10, 5.2 and 5.3, and (6.2), it holds
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HDI+1 kV”I-ﬁk/Z(Q, (HA (,Dg—H_kv : V) ||?.1(3k—5)/2(pt + HRﬁik”?]@kfz)/z(Q’)

HIRG a2 + IR 200, + it (1))

< Cl|Ag (D v -v) ||H<3k—2>/2(r,) +€E(t) + C-.

Lemmas 2.12 and 5.5 give DI *p = —Ap(D'*y . v) +RUF', and HRZH*"H?{(%_S)/Z(F)
<eE/(t)+C.. Then, we obtain HDfJrl kVHmk/Z(Q) CHD“rz ||12‘I<3"*5)/2(F,) +
€E(1)+C.. By (A, we see that | D7 pllF sy <D Pljoconm, +
||VDZZ+2_k

P||f1(3k—6>/2(9,)-
The first term can be controlled by lemma 2.3 as in proposition 6.2, i.e.

||D£+2*kp|\§](3k,6)/2(m < €E(t) + C.. For the second term, by (1.1), lemmas 5.3 and 5.4,
it holds

HVDH_Z ka[-[(?k 6)/2 ||Dl+3 kV”H(;k 5)/2 Q) + || Z VD'BV*VH*HHH(?A 6)/2(9)
BLI+1—k
+ ”RlJrl k||H<3k76>/2(Q,) + ||R@[-21T1~1k||%1(3k—6)/2(91)
< ||D11+3_kv||12r.1(3k—5)/2(91) +cE; (I) + C..

Combining the above estimates, (6.4) follows.
It remains to verify that [[v[| 5. 2, @) T 1= 50402 @) S EE]( t) 4+ C.¢(t). Note that

from lemma 5.1 with [ > 4, one has ||B||zs/2-1(r,y < C and ||B| g,y < C(1+ ||p||gx(r,)) for
k € N/2,k < 31/2. Then, we can apply the argument as in proposmon 6 2. This completes the
proof. O

We are ready to prove the main results.

Proof of theorem 1.1. We divide the proof into three parts.

Step 1. We prove the first two statements in theorem 1.1. Assume that the a priori assump-
tions (1.6) hold for some 7 > 0. ~
Recalling the estimates in section 4 that E(0) + supy¢,. 7 IplI? #n(0,) < G, where C depends

on T, N7, M, |[voll s () | Holl s 62)» and || Ar, || s (1) - Then, the assumptions of proposition
6.2 hold for any 0 < ¢ < T, and propositions 5.6 and 6.2 allow us to obtain

—e(t) SCEt)<C(1+e(r), 0<t<T. (6.5)
Integrating over (0,), we have sup,,re(t) < C(1 +2(0))e“". Again by proposition 6.2, we
see that

sup E(t) <C+C(1+2(0))e" < C+ CE(0)e" < Gy, (6.6)
0<1<T

where Co = Co (T, N7, M, |[voll e () [1Hol s 520) 1AL | s ) ) -
With supy,(E(t) + [Ipll3s @) < Co, applying lemma 5.1 and the trace theorem,

it follows that ||BHHQ/2 Ty S <C(1+||H-VH- DthH«‘(QI) C(Cy), giving ‘|B||m/2(r,)+
||pHH;(Q < C(Cy). We proceed to find that

P12 < € (14 IV Ipr2( ) < € (1 1 TH = Divragq ) < C(Co).
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and we utilize lemma A.6 to obtain [|B|[3s ) < C(1+ [Ipll35 1)) < C(Co). In particular, it fol-
lows that || Al|7s p,) < C(Co), and proposition 4.7 yields S o HfokPHipk/erl(Qr) < C, where
C = C(R—||h(-,0)l 0y, IVIlas () 1 Hlms ) Al s (r,) ) - Combining the above estimates,
(1.7) follows. Then, from the definitions of the material derivative and E(f), we can also
verify (1.8).

To prove the second result, for / > 4, we apply propositions 5.6 and 6.3 by induction to find
that: if supy¢, .7 Ei-1() < C, theniit follows that Ley(r) < CE((1) < C(1+¢(1)). Similarly, we
integrate over (0,7) and use proposition 6.3 again to obtain supy,e;(1) < C(1+¢,(0))e,
and

sup E; (I) <C+ C(l +e (0))€CT <G (l, T,NT,MT, sup E;_; (l) el (0)) . (6.7)

0<t<T 0<t<T

However, the induction argument implies that (6.7) holds for all / and the constant C; which
depends on I, T, N7, M7,¢;(0) and ¢(0) from (6.6). Note that ¢(0) + ¢;(0) < CE;(0), and the
constant C; in fact depends on [, T, N7, M7, and E;(0). This completes the proof of our claim.
Again by the definition of the material derivative, (1.10) follows.

Step 2. We prove the last statement in theorem 1.1, i.e. the a priori assumptions (1.6) hold for
some time Ty > ¢y > 0, where ¢ depends on Mo, |[vo||gs () » [|Ho | e () @nd [ Ary | g5 (1) - TO
this aim, we define

1(t) == ||Bllzp oy + IPIFe ) + W13y + 10 + 1, 120

Suppose that it holds I(r) < 2[(0) and M, > M;/2 for some t>0, where My=TR —
|hol|zo(ry- Then we have ||Ap,\|12,1,3(n) < C(1(0)). Thus, applying lemma A.2, one has
A(-,0)|| g3+ (ry < C, for 6 > 0 small enough, where the constant C depends on || Ar, || g1+5 (1),
and hence on /(0). An application of proposition 6.2 allows us to obtain that there exists a
constant C, depending on /(0) and M such that

E()<C(1+e(r)). (6.8)
From the above argument, we define Ty € (0, 1] to be the largest number such that
[0,To] c {r€[0,1]:1(t) > 1(0) /2, M; > My/2,and e(r) < 1+2(0)}. (6.9)

Here, we assume that T;; < 1, since the claim would be trivial otherwise. We note that the last
condition together with (6.8) implies that

sup E(1) < C(1+e(r) < C(2+2(0)) < CE(0). (6.10)
0<I<Ty
Also, we observe that satisfies J\/’%0 <C SUPo< /<7, E(t), thanks to the curvature bound
||Bllgs(r,) < 21(0). Indeed, from Vv, =Vv-v—v*B, we can bound [[v, |z, by using
||V||H4(F,) and HB||H3(F,)-

The estimate (6.10) ensures that the a priori assumptions (1.6) hold for time 7 = T}, and
the claim follows once we show that T specified in (6.9) has a lower bound ¢y > 0. From the
definition of T, at least one of the three conditions has equality. Assume that I(Tp) = 21(0).
Then, it holds E(t) < CE(0), for all # < T by (6.10). We will show that

d
dr

We focus on the computation of the highest-order terms. In fact, lemma 2.2 yields

1(t) < CE(1)1(t) < CE(0)1(). (6.11)
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d
5 <||V4v\|iz(ﬂl) + HV4H||%2(Q/)) < /Q VADw+ Vv + Z Vit o VIt « Vhdx

o <3

+/ V*D,H*V*H+ Z Vit « Vit g« V4 Hdx

| <3

<CEM)I(1).

Applying lemmas 2.2 and 2.6, it is easy to deduce %||V3p||i2(gf) < CE(1)I(1). Similarly, we
can obtain by lemma A.1 that %H?%Hém) < CE(1)I(1). By integrating (6.11) over (0,7p)
and using I(Ty) = 21(0), we obtain In2 = In/(Ty) — In(0) < CTHE(0). Then we have Tj >
C/E(0) = co, where the constant ¢, depends on 1(0), My, and E(0). Moreover, by lemma
5.1 and proposition 4.7, the constant ¢y depends only on Mo, |[vol|zs(ay), [|Hollms () and
1Az, (-

A similar argument applies if we have an equality in the third condition, i.e. e(Ty) = 1 +
e(0). In fact, it follows that $&(r) < CE(f) < CE(0) by (6.5) and (6.10), and we integrate over
(0,T)) to obtain 1 = &(Ty) — e(0) < CE(0)Tp. This results in Ty > ¢y > 0 again.

Finally, we assume that M7, = M, /2. Recalling that M7 =R — supoc, 7 |A(-,1) ||z (1),
and My >0, we define 0<T; <Typ by Mg =R —||h(-,T1)|[z). It is clear that
||v,,||ioc(91) < CE(t) < CE(0) by using (6.10). Recalling the fact that 9,2 = v,, we have by
the fundamental theorem of calculus that

DI—

T,
Ma, =R = 10T ey > R~ ol = [ Il e > Mo = CE©) T
0

which means Ty > T} > CM,/E(0)'/? > 0. This concludes the claim.

Step 3. Finally, we prove that the smooth solution does not develop singularities at time 7.
According to the a priori assumptions, the estimates (1.7) and (1.9) hold. In particular, we
conclude by lemmas 5.1 and A.2 that the regularity of the curvature implies the regularity of
the free boundary, i.e. I'r € C*°. Additionally, the quantitative regularity estimates show that
the time derivatives of arbitrary order of the velocity and magnetic field are smooth, i.e. belong
to € C°° (7). This completes the proof of the theorem. O

Finally, we prove the blow-up classification in theorem 1.2.

Proof of theorem 1.2. We prove this by contradiction. Assume that 7, < oo, i.e.
v(-,Ty),H(-,T.) ¢ H*(Qr,) or Ty, ¢ H'. Assume further that none of (1)~(4) hold. That
is, infocrer, R() > 0,1, € 0,0 <t < T, and supoe, 7. (Vv + IVH| (o) +
[IVallg#(r,)) < oo, where we have applied lemma A.2 and the fact that v, = Vr,. In partic-
ular, R(€7,) > 0 and we choose I'y, = 97, as the reference surface to represent the free
boundary over a short time interval before T.. More precisely, the height function (-, 7) is well-
defined on [T —¢,T.) for sufficiently small € > 0 and one has sup(z, _. 7. [|A]l+s(r;, ) < 0.
Therefore, it holds that

sup — ([lallgs+s oy y + 119V ) + IVH (0 + allas e, ) < oo
T, —e<t<Ty

Applying the low-order estimates in theorem 1.1, it follows that v(-,T.),H(-,T.) € H*(Qr,)
and I'7, € H' and the solution can be extended for some time. This leads to a contradiction
and the proof is complete. O
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7. Further discussions of theorem 1.2

In the blow-up classification given in theorem 1.2, the first two scenarios concern the geo-
metric behaviour of the free boundary. In the final section of this manuscript, we explore the
connection between the self-intersection singularity in case (1) and the curvature blow-up in
case (2).

To quantitatively characterize how close the free boundary is to self-intersection, we adopt
the concept of the injectivity radius ¢y of the normal exponential map, as introduced in [4].
Specifically, 1o(¢) is defined as the largest positive number such that the map

Ty x (=9 (1),00(2)) — {y eR?: dist(y,T)) < 10 (t)} given by (x,¢) — x+w(x),

is an injection.

By combining a lower bound on the injectivity radius ¢o(#) with an upper bound on the
second fundamental form Br,, which measures the curvature, one can derive a positive lower
bound for the uniform interior and exterior ball radius via [13, lemma 1]. Specifically, if there
exists a constant K > 0 such that

1
4 |IBr ||y <K, 7.1
0 (D) + 1B, || = () (7.1
then there exists r = r(K) > 0 such that R(£2;) > r. Consequently, if condition (7.1) holds
uniformly for all 7 € [0, T ), i.e.

1
sup | —— +||Br, ||, ) <K,
1€[0,T,.) <L0(f) (0

then the self-intersection singularity will be excluded.

However, a uniform upper bound on the second fundamental form alone does not, in gen-
eral, guarantee a uniform positive lower bound for the injectivity radius inf,¢[o 7, ) ¢o(#) or for
the uniform interior and exterior ball radius inf,c[o 7, ) R(£2;).

In fact, there exist surfaces whose curvature remains uniformly bounded while their injectiv-
ity radius tends to zero. Such configurations were employed by Coutand and Shkoller [7] to
construct initial domains for the viscous water wave equations that lie sufficiently close to self-
intersection (see figures 2 and 3 in [7]), together with divergence-free initial velocity fields that
drive the boundary toward self-intersection. Notably, the curvature either remains unchanged
or undergoes only minimal variation during the deformation that leads to the self-intersection
in finite time. Similar constructions were later developed by Hong et al [21] in the context of
the viscous and non-resistive incompressible MHD equations.

Moreover, there exist surfaces for which the curvature becomes unbounded while the
injectivity radius simultaneously tends to zero. To illustrate this, consider a dumbbell-shaped
surface whose connecting neck is gradually squeezed and thinned. As this constriction intens-
ifies, the curvature tends to infinity, and the interior ball radius approaches zero. A natural and
interesting question is whether one can construct a class of regular solutions to system (1.1)
based on such special geometric configurations, where the curvature of the free boundary blows
up and the boundary simultaneously approaches self-intersection within a finite time.
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Appendix. Some estimates and formulas

Lemma A.1. For a smooth function f, it holds

(1) [Dy, d]f = =0k Ouf, [P, VIf = —(Vv) TV Dy, Vf = Vv« Vf+ Vvx V2, [V, V]f =
Vf* Vv xv,[Dy, Aplf = V2fx Vv —Vf- Agv + B+ Vv« Vf, [0, O]u = —Vu - .
Q) Dv=—(Vv)Tv=—-Vv,+Bvy, Vv, =Vv v+ Brv,, D,B=—V?vxv—Vv*B.

Proof. Most formulas can be found in [37, section 3.1] and the others follow from direct
calculations. O

Lemma A.2 ([37, proposition A.2]). Let Q C R be a domain such that 0 € H sy > 2.
Suppose || Al|ps—(r,) < C with s > so, then 02 € H'.

Let u € L*(T). We define the space H'/?(T') via the harmonic extension:
el 72y == [l +inf{”VWHL2(Q) :w€H' (Q)and w = uon F} = |lull2(ry + VY20 »

where v € H'(Q) such that v|r = u in the trace sense and Av = 0 in the weak sense. We note
that for u € H'(2), it holds lull 2oy < lullz2ry + | Vull2(q)- Moreover, for u € H*(Q)
and v € H'(Q2) such that u|r is the trace of v on I, we have ||Vu||i2(m < V(u— V)”iz(m +
||VV||i2(Q < l(u _V)A””L‘(Q) + ||VV||i2(Q) <ellu _V||i2(Q) + CEHAu”iZ(Q) + ||VV||i2(Q)>
and therefore

[Vu|

() eIV (=) T + CellAullz iy + I VVIIZ (o)

< e[ VulBaqy + € (1Al gy + o)

where we have used the fact that v—u € H}(2) and Poincaré’s inequality. Therefore, we
obtain

IVullz ) < C(1Aull20) + llullmam) - (A1)
Moreover, if v is the harmonic extension of u|r, it holds ||v||z1 (o) < Cl|ul|gi/2(r), and we have

el ) < C (1 Aullr20) + ullmery) - (A2)
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Lemma A.3 ([26, corollary 2.9]). Letm € Nyand ' C R? be a compact 2-dimensional hyper-
surface which is C'*-regular such that T = 9$) and satisfies the condition (H,,), i.e.

[Bllrsqry < G, if m=2,  [|Bl[zoe(r) + [|Bllgm—2r) < C, if m>2. (A3)
Then for all k,1€N/2 with k<I<m and for qé€[l,00], it holds |ullpr) <
C||u|\z,(r) ||u||£[,_(i‘l) where 0 € [0,1] is givenby | =k —0(1— 1)+ (2 —20)/q, and ||u|| (o) <
C||u|\19_1,(m||u||£;(?2), where 6 €[0,1] is given by 1/2=k/3+6(1/2—1/3)+(1—0)/q.
Moreover, for k,1€Ny with k<I<m,pé€[l,00),q€[l,00], it holds |V*ullpq) <
C||uHZ,(Q) ||u||;;(?2), where 0 € [0,1] is given by 1/p =k/3+60(1/2—1/3)+ (1—6)/q.

Lemma A4 ([3, 27]). For f,g€ C3(R") and 2<pi,qp < 00,2<pr,q1 <00 with
I/pi+1/q1=1/pa+1/q2=1/2, we have for all k€ N/2, ||fgllg < C(Ifllwrm €]l +
gl weax [[fl]272)-

Lemma A.5 ([26, proposition 2.10]). Assume OS) is C“®-regular and satisfies (H,,)
defined in (A3). Then for all k € N/2,k < m, it holds ||fg| g0y < C(Ifllmo0) 18]l (90) +
]z (o0 181l (002) ), and [Ifgllmx () < CUAlm () l18llze= 2) + [fllze= 2 |8l ¢ (22) )- Moreover,
assume that ||B||ps < C and ke€Ny. Then for pi,p2,qi,q2 €[2,00] with pi,q2 <
0o, 1/pr+1/q1=1/p2+1/q2=1/2, we have ||fg|lmr) < C(flwer (0 llgllea () +
IIf1 L2 (D) ||8||wkqu(r))-

Lemma A.6 ([26, proposition 2.12]). Assume that I is C**-regular. For every p € (1,00), it
holds ||Br|| iy < C(1+ || Ar||p(ry). If in addition ||Br|| sy < C, then for k=1/2,1,2, it
holds ||Br||p(ry < C(1+ || Ar || g+ (ry). Finally, let m € N/2,m > 3, and assume additionally
1Bl (r) + ||Bl|m—2(ry < C. Then the above estimate holds for all k € N/2 with k < m.

Lemma A.7 ([26, lemma 3.5]). Let Q be a bounded domain with 9 € C' and ||B||;+ < C.
Then ||ullg2(qy < C(10uullmroq) + [Vullz () + [Aullzy)- Moreover, ||Vul|2q) can be
replaced by ||ul| 12 ().
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